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ABSTRACT
A survey of recent work in process algebra is given. We present various
'algebraiC‘dé5criptions Of concepts in'concurrency; such’as:'exioms systems )

- for asynchronous communlcatlon (stlmulus-response mechanlsm or causallty),.

-_-mall along an order-presarvlng channel as well as ‘mail along a non-order-

'preserv1ng channel actlons ‘with partlally ordered prlorltles in order to
model 51mple 1nterrupt mechanlsms, synchronous process cooperatlon complete
axiom systems for regular processes ‘both w1th and wlthout abstractlon (ylel-
dlng invisible steps or r-steps}. The axiom systems are presented as composed
'from more elementary bulldlng ‘blocks. Also a short’ gsurvey is glven of some :
model constructlons for these exlom systems, the maln attentlon here is for

models constructed from process graphs by means of several notlons Of bisimu-

-latlon.

NOTE. This work was sponsored in part by ESPRIT contract METEOR.

These notes are not intended ho' ﬁLbllcat*on.



 INTRODUCTION -
These notes continue a sqrrey of process algebra of which the first part
is in 'ALGEBRA'OF CCMMUNICATING PROCESSES' (CWI'réport cs- R8421} ' Part of
the work surveyed below, concernlng asynchronous communlcatlon (in sectlons o
2. 5 16 - 18},_Was done 1n collaboratlon wrth J. V Tucker (Leeds Unlver51ty). *)
"The part ‘about fallure semantics (2. 5 20 2.5.22, 2. [ 3) was done in colla-
boration w1th E.-R. Olderog (Unlversltat Klel), The first part of" thls survey
| in report CS—R8421 arose from & set of lectLre notes for a, workshop on con~
currency and abstract data types organlzed by W.P. de Roever 1n Mook, autumn
-1983 We have trled to make the present second part self~conta1ned in the
sense that exposure to the f1rst part 1s helpful but not requlred.

The structure of the present notes 1s as follows. There are three chapters._

' 1.'General remarks

2. AXlOm-SyStemSH

.13; hodels._ﬂ' . _

'.in chapter 1 se comment on such matters as motlvatlons and methods, appllcatlons;
.related work. ' ' ' : R

In chapter 2 a genealoglcal tree 1s glven of various axlomatlsatlons for process
algebra whlch we have studred the progenltor is BPA (ba51c process algebra)
whlch merely descrlbes + and « , the constructors of the processes dlscussed
below. ‘Each axiom system descrlbes (a set of) aspects or features of processes,
©.oe.d. svnchronous communlcatlon bv handshaking, or: cooneratlon in whlch actiens.

: are?lnvolved:that may have prlorlty over cther actlons,_or:.slmple 1nterleav1ng

"_:ﬁithout.communicationl etc. These axiom sYstems'are composed of simpler building

polocks'(e.g;'the trio of Milner's T-laws). These building blocks are discussed
fconsecutively in chapter 2.

ﬁEach axlom system captures several models {or process algebras ) whlch satisfy

-.the:ax oms in that system E. g. the axlom system PA (for 'Free merge or 1nter—

: wzthout communication) Stlll leaves a lot of freedom in the choice of




flnltely branchlng processes, regular processes,...). This is the subject of

chapter 3, in whlch also an, overview .is given of some model constructlons for

.the axiom systems 1n chapter 2

A word on terminology: *process algebra' is-ueed in three different senses.
' Firstly it denotes the -activity of doing .;. process algebra. Secondly, iﬁ de—
notes a model of any -axiom system in chapter 2 So this is the same ambiguity
'as in the mathematleal vernacular regardlng the term algebra'. Thlxdly and
.unfortunately, also one- of the axiom systems below ‘has the name PA (process al-

gebra)l . (Reason. it was the flrst one that we. conszdered )



/ GENERAL '}Q;:'Mﬁgxs T

£. 1. General Motivation: Process Algebra )

Our aim is to contribute to the théory of CONCUITENRCY, along the lines of
an -algebraic approach. The importance of a proper understanding of the
. basic issues concerning the behaviour of concurrent systems or processes,
such as communication, is nowadays evident, and various formats have been .
.propesed as a. framework for concurrency. Without claiming historical
precision, it seems safe to say that the proper development of an algebra of
processes starts with the work of Milner (see his introductory work, {Miiner,
1980)) in the form of kis calculus of communicating systems (CCS). Milner
- states his aim in (Milrer, 1983} in his own words: “In_a definitive calculus
there should be as few operators or combinators as possible, each of whlch'
embodies some distinet and mtuxtwe idea, and which together give
completely - general expressive power.” Milner (1983) proposes SCCS
(synchronous CCS). based on four fundamental operators, and remarks:
*These four operators obey (as we show) several algebraic identities. It is not
too much to hope that a class of these identities 'may be isolated as axioms
of ‘an algebraic ‘concurrency” theory, analogous (say)} to'rings or vector
spaces.” These two quotations denote precxseiy the general motivation
underlymg also the present paper. :

/ 2 Abms of the Present Paper

. More spec.fieaily, in this paper we. propose an algebra of processes basod '
on elementary actions and on the operators + {alternative comnosmon or

choice), - (sequentlal compos:tlon or product) and I {paraliel composition or
merge). It turns out that in order to abtain an algebrmca!ly more satisfactory
- set of axioms, much is gained with our introduction of an auxiliary operator
L (left- merge) which drastically simplifies computations and has some
desirable “metamathematicai” ‘consequences (finite axiomatisability if the
alphabet of elementary actions is finite; greater sultablhty for term rewriting
analysis) and moreover enhances the expressive power (more processes
definable). Using these’ operators -we have a framework for processes whose
parallel execution is simply by interleaving (“free™ therge): this is the axiom
' sy'stem PA 'in 223, | | The axiom system ACP presented below
in 2.2.5 is devised.to cover also processes that can communicate, by
sharing of actions. To this end a.constant .3 for deadlock {or failure) is
introduced, another operator: | {communication merge), and finaliy, an
“operator '8 for “encapsulation™ of a process. Also this system, ACP for
algebra of communieating processes, is a finite axzoma*zsauon of its :rterdod
- models {which we call process algebras). . '
. Clearly there is a strong relation of the syste'n ACP below to the system
CCS of Milner. In Milner (1980) some process domains .are disctssed which
can be seen as models of ACP. Determining the precise relationship is a
matter of detailed investigation. In advance to that, one might say that ACP
15 an alternative formulation of CCS, at least of a part of CCS. (In this
paper we do not discuss the so-called “r-steps,” or silent steps, obtained by
abstraction from “internal” SiEpS.) nombiy, several of ihe ACP operarors
differ from those in CCS: : :

(i) muitipli'cat'ion - is general (not only prefix multlpheatlon)
(i) NIL is absent in' ACP, L
(iii} 4, .. and | are not present in CCS.

*) The text on this page and the next two 1s with minor. alteratmns, copled Frum the Introductlon
. of the paper Ber‘gstra and Klop (1984¢) in Information and Contr‘ol. Tne same holds far {part of)
- the References and some axion systems below. -



The merge operator || is the same as in CCS, though it is differently (namely,
finitely) axiomatised. In ACP we have no expiicit relabeling operators as in
CCS, or “morphisms™ as they are called in Milner (1983), except the encap-
sulation operators &, which play the role of “restriction™ in CCS and SCCS.
Also in ACP we have no 7-steps (silent steps) and not the well-known 7-
laws (in Milner, I980) for them; they ¢an be added consistently, and even
: conservatwely, to ACP. The resulting axiom system ACP_ is studied in
- . Bergstra and . Klop {1984b). In general, ACP .dees not address the
- complicated problem of “hiding” or abstraction in processes.
The choices of these operators can be seen as design decisions; of course,
the basic insights into the algebraic nature of communicating processes are
~already staied in Milner's book (Milner. 1980). Some of ‘these design
decisions are motivated by our wish to optimize the facility of doing
rn.r-manom some ofhers ia enhance the exvressive power of the system. For
: mstance, havmg general muit:phcanon ‘available - enables one to give a
specification of the process behaviour of stack in finitely many. equations
which can be proved to be impossible with prefix mulﬂphcatlon (see Bergstra
- and Klop, 1984a).
" "An explicit concern in Lhe chmce of the axiom systems has been an
attempt to modulasize the problems Thus PA is only about interleaving or
. as we prefer to call it, free merge, that is, -without commumcat;on ACP
moreover {reats communication; AMP treats the merge of processes with the
" restriction of mutual exclusnon of tight regions; and ACP, treats abstraction.
Apart from the general motivation to use the system ACP for specﬁ' cation
 and verification of processes, we have been concerned o :
with the detailed investigation of several of the models of ACP, as well as
mathematical propemes of thls axiom system ltseif Also some extensmns of .
' 'ACP were studled : :

/3. Related Approacﬁes

Closest to the pg:_s_er_n work - s Mllners CCS, which was above briefly
compared wlth the axmms below [nterestmgly, Milner has- proposed. in
{(Milner, 1983) a system SCCS which supersedes CCS and which has. as
fundamental notion: synchronous process cooperation. It 15 3rgued that
asynchronous process cooperation {as in CCS and ACP) is a subcase i
some sense of the former one. The terminology -synchronous = versus
'asynchmnous is used in a different sense by different authors; see
‘Sectron .4, Again, it would be very useful and interesting to determiine the -

. precise mathematical relationships between those systems for synchrony and :
asynchrony; a start Has been made in Milner (1983).

Milner’s work has been continued and extended in Hennessy and Plotkm
(1980) and a series of papers by Hennessy ( 19811983} in which 2 detailed
and extensive investigation is carried out often using operaticnal preorders as
a means of establishing completeness results of various proof. systems.
Completeneés here 15 w.r.i the semantical notions of observational
equivalence and/or versions of bisimulation. Hennessy (I982a, 1983) also
studies the dlfrerentlatlons of + accordmg to whether a choice is made by the
process itself or by its environment. Further, the work of Hennessy and
Miiner obtains several results in terms of modal characterisations of obser-
vational equivalence (Hennessy, 1983; Hennessy and Milner, 1980, 1983).
" (See also Graf and Sifakis, 1984; and Brookes and Rounds, 1983.)



s

Miine (1982a,b), presents the “dot calcufus™: here - is comcurrent
‘composition. The dot calculus uses prefix multiplication as in the work of
Milner and Hennessy (called “guardmg" by Milne), operators +, @ for
choice (by environment resp. mternal) 4 for deadlock as well as successful
termination. In contrast to CCS as in (Mﬂner, 1980}, the dot calculus

~ supports not only binary communication but - ary communication. {The
latter 1s also present in subsequent work of Milner and Hennessy; and also in

CP.) The dot calculus presents algebraic laws for its operators: for - these
are rather different than the ones for the correspondmg parallet composnt!on
operators in CCS and ACP. : '

AS ‘some other re!ated approaches which are less algebraical in spirit than
‘the aforementioned (CCS, SCCS, dot calculus, ACP) and which have a
. more denotational style we mention the work of De Bakker and Zucker
- (19824, b). They have studied several process domains as solutions of
domain equations, using topological techniques and concepts such as
“metrical completion, compactness. In fact, their domain of “uniform™
- processes and ‘2 question thereabout (ses De Bakker and Zucker, '1982a}
. 'were our incentive to formulate PA as in Tabie I below. The processes of
- De Bakker and Zucker include several programming concepts which are not
discussed in ACP. In De Bakker ef al. (1983) the central issue of LT (linear
time) versus BT (branching time), which detérmines the essential difference
between - ‘trace sets and processes, has been studied. Denotational rnodels for
communicating processes as in Hoare’s CSP (see Hoare, 1978; 1980) have -
also -been discussed from a unlform point of view i Olderog and Hoaré
{1983).  For work discussing aspects of CCS and CSP, as well as
connections between these two, we refer to Brookes (1983). Other work on -
. concurrency in the denotational style mciudes Back and Mannila (1982a, b),
- Pratt (1982), and Staples and Nguyen (1983) Finally, _Wmskei (19833, b)
'dlscusses commumcat:on formats in ]anguages such as CCS, CSP. -

3 7 .;f’ Methodology

In cur view there is a. notewor rthy ‘methodological difference beiween the
approaches as mentioned above and the present one. Namely, it has been an

explicit concern of ours to state fi 1st a system of axioms for commumcatmg_

- processes (of course, based on some a priori considerations of what features

communicating processes should certainly have} and next study its models; .

the analogy with the axiomatic method in, sav, . group theory or the theory .of
vector spaces is clear. For instance, one can study a modei of ACP
containing only “finitely branching” processes: ‘or one might be interested in
processes which admii infinite Drancnmgs (m the sense of +), oOr, one may .
' s:udy the process algebra of regular processes, i.c., processes with fi initely
many “states” (cf. Milner, 1982 Bergstra and Kiop, 1984a). Also, one may’

build process -algebras based on the fundamental and fruitful notion of -

bisimulation (introduced by Park (1981), as is done in, eg. Milner
{1982, 1983); or one may consider process algebras obtained by the purely
algebraic construction of taking 2 projective limit (of process algebras
consisting of finitely deep processes). This kst could be extended to some
dozens of interesting process algebras, ail’ embodying different possible
" aspects of processes. To the best of our knowledge, an explicit adherence to
this axiomatic methodology at which we are aiming, is not yet fuily
represented in related approaches to the understanding of CONCUITENCY. .



1.5
CONNECTIONS WITH OTHER WORK PRESENTED IN LPC FRAMEWORK

There are. several 1nterest1ng connectlons, some - already exlstlng but mostly

to, be developed yet with lnvestlgatlons presented at prev1ous LPC meetlngs-

vegardlng the denotatlonal semantlcs of { unlform } processes developed by

de Bakker and Zucker, see some remarks, above in l 3.

- work 1s done by several- people £o. connect process algebra as 1n Mllner s
CcCs w1th Petrl Net Theory {see notes of the presentatlons by Rozenberg, Thia-
garajan), an example 1s RelSlg (1984]. A relatlve advantage of Petrl nets seems

to be that they are better sulted to treat “true concurrency".

- work is golng on (sés e, g Brookes (1983}) to connect process algebra as in
.CCS wlth Hoare's CSP. Cf also. the" axlom system ACP S below, descrlblng a sxmple
form of fallure semantlcs, a semantlcs recently aSSLgned by Hoare e. a. to a
styllzed ver51on of CSP See Hoare, Brookes, Roscoe (1981} . Languages as CSP are"

treated from_a_proof theoretlcal polnt ‘of vlew by de Roever;_Gerth'and_coworkers,-

~ Meyer (1984} develops calculi for 'free' merge of processes as well'as the
. falr merge; as to the flrst one (free merge) there may be 1nterest1ng connectlons_
wzth a’ proof system (PALR) below.)Meyer S work 15 based on trace set semantics

ALT, llnear time semantlcs} as 'contrasted' w1th rocess semantlcs (BT, branchlng_
E

tlme semantlcs)

It w1ll be very useful to determlne more of the relatlonshlps between LT seman~'

tlcs (trace semantlcs) and BT semantlcs (procecs semantlcs} Studles towards a.

determlnatlon of these relatlonshlps have been made. in de Bakker Berastra Klop
Meyer (1983,, and are- contlnued by De Bakker and coWDrkers A better understandlng
"of 'LT versus BT' will also be 1nterest1ng in connectlon w1th the work on trace

theory of the Elndhoven school {Rem (1983), Ebergen (1984), van de Snepscheut (1983))

*) In fact, PﬁL is net explicitly displayedibelok..It.is_houeﬁer easy to assembles: -

PA = 4 Mi-h. Or: - PA _ - T1-3, TIG-6, R3-S.
A = BPAp + Mho Or: PA = PA_ - T1-3, TI0-5, R3-5
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i.CéOPERAEION AND COMMUNICATION: THE DISTINCTION BETWEEN SYNCHRONCQUS AND ASYNCHRONOUS

There does not seem to be a consensus as regards the use of the terms “synchro—

"asynchrorous“. We have adopted the follow1ng termlnology 1n which

"cooperation” is dlstlngulshed from ' communlcatlon

:Two.regimes”of cooperatioﬁ can be distinguished:

synchronous cooperation

-

I
i

for 1nstance in Mllner 5 SCCS ( synchronous ccs! ), ASP below, MEIJE.
the reglme of. synchronous cooperatlon aIIOWS cooperatlng processes

P and q to be executed 1n parallel with the same speed and tlmed on .

'the same - clock.

asynchronous codperation

jfor inStance in Foare's CSPi'CCS ACP'below. Asynchronous cooperatioﬁ
allows cooperatlng processes p and g to proceed with . thelr own speed

'and tlmed by 1ndependent clocks only restrlcted by pOSSlble mutual

. 1nteractlons.-

With communication we denote interaction between atomic actions of processes. .

Again two_regimes-can be distinguished;

sync‘l rCHOL.S comunlﬂatlon

for 1nstance in CSP, CCS Ada. communlcatlon between actlons a and b

" can take place only 1f both are Performed 51mulaneously..Thls type
of communlcatlon 1s often called handshaklng ’EF

asyn C"lIO nous communication

for 1nstance in CHILL. send and receive statements. Commupication

between actlons a and b is conSLStent w1th b being performed after &.

Combining the above regimes one arrives at four possible combinations which

can be used to roughly classify theoretical models of COnCUrrency:



syncqunous _ : o asynchronous
communication communication
synchronous cooperation S| essr . (S4)
. SCCs ' '~ no example
ASCCs . ' known to us*
b{EiJE
- BsE
- — _ aawe- -
asynchronous cooperation’ (as5) - S| (A4) ;
| ' o 1 ces ol cum :
Csp o " jidata flow nétwcrks
Ada. R restoring.circuit

Petri nets :_lqglc
PAS(Y}: ?asﬁuc),

ACP = _
_ M
PR ).

uniform
-processes

S

rnnouéiﬁ cnoperatlng processes may “be 1nterpreted in ASCCS.-

1ng;sznchrqnﬁus and a;gﬂcﬁrunoqs_céoperation.and.has synchfﬁﬂoﬁs éﬁmmuﬁicatibn.'

jir;uit Iﬁgic is inténdéd ta'describe.the behdviour of_;ircgits réga?diess qf deiay;:in.fhe .
g hires; This delay insensitivity:causes'the claésificatiqé under (AA).

we refer to Austry £ Baudul {198#)

tion {AA) is studled For instance- u31ng temporal laglc in Pnue11 (19??) Lamport (1879} -
ytépzl 8 de Raever (1983) Kuiper £ de Roever (1982]. Moreover, -trace tﬁeéries.are'
\_1be the semantzcs of data Flow netwérks {see Kaﬁn-(1974); Brock ﬁ'Ackernén (1931) and _
s oF restorlng circuit 1og1c {see Eberge1 {1984} Res (1983) and van de Snepscheut {1983)).

of the case {HA) in an algebraic settzng is absent to our knouledge. In #ilne {1982b).

19833) the (aa) case is reduced to the [AS) case for swltchlng resp. data flow.



.. 2. THE AXTOM SYSTEMS

fTree' of_axioﬁ_systems for procéss
1lgebra. Black arrows denote conser—
Jative extensions; opén arrows denote
m interpreﬁation,of.tke Lowver éystem B

in the higher.
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7 '2.2. NAMES OF THE AXIOM SYSTEMS

. i; - BPA '5'baS£c proceéa.alqebr&
'*?"2, éPAGI . baszc process algebra wzth deadlock

ER  PA : process aigebra _ | | - '
4}_ Pha : process algebra with deadlock
5.. Acp_ : algebra of communzcatzng.processes N
-5_; BPAT- . .basw process alqebra mth abstractwn

7. .'PAT ] ...__process algebra mth abstract?,cm : .i_ )

'.é.__AcﬁT_ i |  a1gebra of communtcatzng processes wzth abstractton
9... B-PALR o 'basw proeess algebra mth 1mear recurswn -
10. BPATLR . basw process algebra m,th abstraetwn and Imear recurswn
.1l°"PATLR: | process algebra wzth abstractzon and 1znear recgrszon )
12. s process algebra mth mgkt regwns _
]_.3'. AMP() '_ process. algebra with tzght regwns and mght mult'z,plwatwn |

; i4 ACMP _. adebm of cammwatmg pmcasses mth mght mg-z,ms am" tzght mltzplmtm_ |
iS; Asp:  akxbnzqf synckronous processes - : . ' '
ié; PAa(}j.. process algebra wzth causalzty relatzons

'16. pAs(p:) proeess algebra fbr ordbred matl along channel e .

.:l}f'Pés(u:) ' _pwoc9ss a7gebﬁa for yHOﬂderad mail along channe7 e

: 15. ACP, ' _ algebra of communzcatzng processes wztk prtorttzes ;'
20. ACPR;S a?;gebr-a of commumcatmg processes m,tk read’zes and faﬂures __
21.-aCPK - alg@huofmmc@mmm%mtkmsfawmwwb '
22. BRPA B . ba$i= process aEg“bﬁa watk'abstr“ctz“% "1d'chaos '

23. ATS  algebra of trace sets
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Building blocks 6f_£he various aziom systems fbr'process algebra,
A square or rectangle is a block of some axiome (aiways'equationql); :
a figufe &= denotes a rule (or a biock”bf rules) or d'block pf
cénditioﬁal axioma, R o
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iigﬁBREVIATIONS-AND OPERATORS'MENTIONED IN DIAGRAM OF BUILDING BLOCKS:

alternative composition; sum
‘sequential compdsitioﬁ;.multiplication; product

parallel composztzon, merge (in absence of communzcatzon ’f?ee’ merge)

; -lef%—merge_;

.communzcation merge

merge fbr synchronous process cooperatzon

deadloek or fhzlure

encapsuTatzon operator w.r.t. H, a subset qf the set of actzons

handskaktng azxiom .

-axzoms fbr standardgconcurrency
-_éxpansibn tkeobem3

progectzon axioms o

Mtlner s symbol fbr a szlent action

'abstractzon operator w. . t I; a subset of the set of actzons

operator realzzzng emecutton of a process Ln wkzck the actzons kave :
certain partially ordered przorttzes :
tzgkt multtpltcatton S

tzgkt regzon operator

axiom R descrzbtng readzness semantzcsf

'-.'axzom S descrzbtng (1n combtnatton wzth 5) fhtlure semantzcs

' 31neaP Pecurszon

linear recurszon_witk abstractiqn '

Koomen's faivr abstraction rule

recursive specification principle

approximation induction principle.

._alphabet calculus

operdtor-fbr asynchronous communicatioﬁ. ordered mail along c&annel ¢
opefator fbf asyncﬁronous'communicationf unordered mazl along c . =
operatﬁr fbr_asynéhronous eomm@nication: causal@ty

execution cperator:_

CHAOS absiractioﬁ rule -

Hoare's process CHAOS



2.5.0. THE-ALPHABET

.The alphabet - from which processes are bullt, contalns symbols a,b,c,...

for atomic actlons, also called. events, or: steps, or: atoms.

a hay contain a distinguished_element_ﬁ_{deadlock]. Another distinguished
element which.A may contain is t (Milner'S'symbbl for the invisible action).
In the latter case we alsc ﬁséithe-notatien A£'{= Ali{f}) with_a,b,c,...'
ranging ovsr A_and u,v,.;. over Af' ' . ' ' ' '
- The alphabet 1s always supposed to be finite. Often thls requlrement can

be relaxed but 1t helps to keep mattsrs more algebralcal' _ ' i
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§5:l, comments

BPA, basic process algebra, consists of the building block

+,.§ stating the properties that the basic constrﬁctors_+,.'of processes_'

“have: associativity of + and':, coﬁmﬁtativity of + and the laW'of-idempotenoy'

“fA;-3 say;that'the choices presentihg theﬁselves in a state of_the process,
form a sete The aTgebraioal'formel*se can only spezak about finite sets
(there is no 1nf1n1te sum operator, whlch would be much harder to spec1fy

“in an algebralcal way).(In the semantlcs the set of ch01ce5 may have any -

3__cardlna11ty dependlng on the process algebra (a model of some ax1omat1c!

-system) unﬂer con51deratlon ]

There is'no distributiﬁe'law“z{x-Fy)'= zx-+zy requlred Of course it can
be - added° then one obtalns a Smele verslon -of trace theory. A more useful

“algebraisation of-trace=theory is descrlbed_ln the system aTS (2.5.23).

'3.The axloms Al 2,5 have an 1n1tlal algebra whlch is 1scmorph1c to a domaln
_ of process graphs H, con51st1ng of flnlte acycllc process graphs..e g.

-(ab-+ab-+c}.(e-+f) corresponds to flgure (l)

H;Thezekiomszai,2,4,5'heve ee_initial'algebra isoﬁorphierro the subdomain off
rﬂ{ conSisting;ofesrgggé_e.g. the ebove terﬁ would correspond Eo-figure_f2lr
Ai*S, that”is_BéA, has sp initial'aigebra;corresponding to.finite process |
trees in which so.two subtrees_sre the Same; The'above_term:would correspcnd'

- to figure (3).:

'The operator +'is as in Hllner s CCS (Calculus of Communlcatlng Systems).
unlike the operatorstj r11n Hoare s CSP (Communlcatlng Sequent1a1 Processes}
it does not say how the choice between a,b ‘in a +b is made (by external in- '

fluences, or by internal non-determinism). -

The”opereror.;'is present in CsP and the process theory of'De Bakker & Zucker

but noet in CCS where a weaker form of product (preflx multlpllcatlon) is used.
In preflx multlpllcatron, only a.x for an atom a and a process x can be formed.
| So. (a-+b) ¢ would not be well-formed. The reason for adoptlng general multl-

pllcatlon is 1ts greater deflnlng power for 1nf1n1te Drocesses.
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4
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s / directiy referving
) © T to communication

v

x;yx_y}-x_' - Al
2
A3

B -“
a5
A
'ﬁ]_!'_. .

fxeylez = x+fy;?)

X+X = %

(x_+'._y.)z - !.Z.-;-' y?
(xy)z = x(yz)

-X+6.-_ X

6!5'6

- ”Easié process algebra wiﬁh:déadiock
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fis the new bulldlng block Axioms Aﬁ 7 state that § is deadlock or the

aCtlon in whlch a process acknowledges stagnatlon

§°is not the same as NIL in cCs; NIL satlsfles only 26.
a'occurs in De Bakker & Zucker {19823 b) as g.
gle a(bc-FbCSJ is a process in ‘which one ‘branch' terminates successfully_

and one unsuccessfully, in &.

:eThe presence of a process as § in 8% =IS can be made plausible”as felloﬁs

(where some 1ngred1ents from an axlom system below, in casu ACP are used)

Pet P"*f-{a,b}(ailb} be such_thas actlons arb_sc nct cqmmunzcatef
.Tﬁeﬂ in - .."' . | | | |
' _g{éyb}{anb)-x
. ccntsel does'nef.feach:x, i’e'.?{a ks|{b)'x = 3{ (a"lﬂ.

Note that in preflx multlpllcatlon, ths product p x cannot be formed.-



The axiom system PA ~consists of the following list of axioms: - '

-8

Fundomental

features

additional
features

" RSP

x+y =y+x.

xX+x =x :

T +y)ez = x.24p.z
.(x"_-y).z ; x-:_(y"aZ)'. .
W T ALy TYLA
alLx = a.x

ax|ly = afxily) .
{x+y¥lz =xllz+plz

x+{y+z) = (x +y}-i;z '.
A3

Ml
M2

Al

Ad

M3
M4

prbcess- algebra

hikhh ;(/ 0
; 'é// N
- I N e
o syn \
A\
SH ) . \ R s
HA -
. : 0
SIS EA X
- ¢
; sC ' !
! i
L ! ET !
. witheut t or IJ ] &
C owith 1 T . l . ) '
R fL/_
I T V. i
R N /
. \-.‘ . : ; '
T] :
. ) . . ! J
o N _ : /dwectly referring .
N L ' y to comnwatwn
T ) o
1 - 1. :
. o .\\x /__//

Comments and examples:

see survey report CS-R8421 chapter 1.
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PR

Cwith T

o X4y = yex o o T
Clxey)ez=xelysz) 0 A2
Cxex=x o ' ;ﬁ.3 : )
xly+z) = xy + a2’ Ak
{xyiz = .x(yz) o o ﬁﬁ_
xed=x o &b
exes. a7
iy =axlbysyllx 0 m
'au_x =~ ax o : . HZ
{axMly = alxfly) -
'.(x+y)[]_z=x”_z'+_y|_|_z M4

'pfocess algebra-witk'deddlock

1E

;\J

directly referving
- to eommmunteation
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fimdamental additional -
features ) features

3¥D RN

Tl
i r
without ¥ - 5
-

. —1 PR Ii R . ..‘
Cwith T : . : o
T i\ - | _;_u

/ i
/ d:,reetly :r'efsw'mq
to aommcatwr:

- AcP

_-’r-/ =y+x ) Al
Fy+z) = (x +y}+z A2
xHx = x . A3
(e ty)ez —x-z-l-y.z L A4
(xep)z =x. (y z) .- A
F§ = x _ A6

x =8 . - < AT

ap=ble  ci
(a|b)e —al(blc) ERE &
da=8 e

xly =xﬂ_y+yli_x+x1y o™i
alx =a.x CM2
laxY_y = alxly) T CM3
Gz = xz+ylz  CM4
(@x)lp = (ajp)ex =~ CMS
afibx) = (alb)ex = CM6
(a@x)i(by) = (a)b)s(xlly) - CM7
G +ydlz = xjz +ylz M8
+z) = x|y +x|z - CM9

ey

éH._{é):';. aif aeH . pl Algebra of ecmmunicating processes

dula) = difacH b2 . ' | o |
Iplx +y) = 84{x)+84() D3
aH(x‘,V) = dp(x).04(y) . D4

C'd'l'li'mg'_:'rj_'t‘;.s_-___“g'nd' examples: see survey r‘gpof‘t CS-RB421 chaptéﬁ. 2.
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5YR

without T

PR

with 2 =
. ;J
'y
I

i o
b , - | fdirectly referring

s te ‘eommuniegtion

1 o '_ - -

., \\‘_ -~
LD A o

X y=yx Al
(x+y)ytz=x+@p+z) . A2
x+x=x : _ . A3 |-
xt+y)tz=xz+yz ' SR . Al
Col=x@pz) . A5
xT=2x Tl
™™ +x =1X% R
a(rx +p)=a{rx +y)+ax ' . 13

basic'process'algebra with abstractfbn :

“Comments: see 2.5.8.
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Featuras features
N U
/ A ¥ _/' 6
s o
1N Leye v -
¥

aH - R s

i f FHA .

. : o ' &

’ Y £ el

1

sC P

!
ET .j : '
‘without Tt - i ] B
with 1 S i '
H / . .
1 ! -
! :
i i

A . .
/dwectly referrtng
. ] / to commoication
o
KFAR '
RSP AIP
PA.,

x+x = x-

x4y —xz+y.

)z = x(J’Z)

x|y —xLy+yi]_x

glx =

@y = ately)
(x+y)llz = xlLz+ylz

.x+y' y+J.r.
x+(y+2) = (x+y)+z

Al [dr=x
AZ Jrx+x =1x

As |
1 Tla) =
Ml Tlay =7

A3 a(fx_-i—y) =;a(-rx_+y)+ax T3

M2 | m(x+y) = f;(x)+'r;(y)

M4

M3 | m () = m(x)eni(y)

T
TR
TI3

Tl4

- process algebra with abstraction

see 2.5.8; and ‘_s_ur-vey' part I {re_po'r-i': CS-R8621)
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. fundamental | additional
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T ;
g 7474 3 ; . -
/%: ISyIn
%] Ay R -
i /] A }
i L E S B I L
sC '
Y
- o
without t : 1z
with 1 . gq1
L -; e’
1 o
ik
/ dwect Iy referring
_ S /.' to comnwatwn
s 3
RSP AIP
a/f
- acp,
. Al |xr=x T
x+y)+z =~ A2 [ wx+x =1x T2
oo A3 |a(xty)=a{mxtyytax. T3
A4 . T
- AS
L AB .
. A7
cr
C2
- C3
—xmy+ny+xh CMi . . _
X =ax ' CM2Z 'ru_x = Trx : - TMI
Oy = axlyy . CM3 | ()l —f‘xlly) _ COT™M2 |
YLz = xllz+ylz CM4 j7x =8 _ _ - TCH
ax)b =(alp)x . CM5 | x| =186 SR | 07
ox) = (alb)e CM§6 | (mx)ly = x|y o - TC3
Ny y = (alb)xlly) CM7. | xl(p) = xly - TC4
Yz = xlz+y|lz CcMg ;- -
[r+2) = xjy +x|z cM9 f e
. | = -. DT
o = - TN
| 9m(@) = a-if agHCA - DI a)=a if aeICA*{G} TI2
14@) =35 if acH D2 Irn@=1if ael . TI3
|ty = 8y(x)+any) D3 | mlxty) = mlx)+ny o T
[P =) DA mbg) = ) m) Tis

qlgebrd'of communicat ing prOCesses with abstraction .
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2,5;8:fcommeots

ACP contains,:as compared to ACP, three hew buildihg blocks.

'1 3 are Mllner s T~ laws These equatlons are maybe not very reveallng at

-_f:l_rst 31gh1; - but they correspond (elready in BPAT-) preclsely to an elegant |
rnotion of process equivalence;irf-hisimulation {not treated here}y
(']':.T-_-»b:isi.muiatioﬂ is also known as observatlonal congruence in Mllner (1980) =)
Tn fact, CC'-‘- as ;n "'1'1er f}.QSO) can be seen as the reduct of A‘"P

after leav:l.ng out U_ , and TI

is-the: spln-off' of the comblnatlon of the t-axioms T1-3 and the axloms

for. || and P (and hence has no parallel in ccs):

ik = ™)

(wx)by = wxilvy CTM2.
=8 . CTICH
Coxp=8. T2
(rx)ly = xly o TC3 -
xfyy=xly TC4

T, is an operatcr {the-abstractioh operator}'of-fﬁndamentei-importance'for
this’ style of process algebra. Whlle in CCS, a pair of communlcatlng atoms

'a b ylelds T at once a[b = T, here thls takes twao steps and we dlstlngglsh

nal step i (1nternal but still v;s;ble), wh1ch can be abstracted to the _
1nv151b1e step T. Thls is cruc1a1 because otherw1se processes as X = Effiieo
?I sxmply cannot be SpeC1fled = eflned recur51vely} : - T

o _ Y R T B
&+ & “«Oes not WOrk sinde it

= ] X ._'

- — B —_ . _ [ P R S -
Foxr, def;n;ug' X by the recursion eq&at*

turns out that such equatlons ( in Wh:.ch not all guards are non-t atoms)
may have many non-lntended solutlons. E.q. every X=1(a +q) . q arb:l.trary,
satlsfles = a-+1x as can be shown by a slmple computatlon using the t-laws.

i

HoweverF using T it is easy t__spec:f X:

a+:|.¥

(Y).

T{i}

the effec*‘ of communication from abstvactlon. - communlcatz.on ylelds an :|.ntev- L



~-25_

- furdemental = addz;timl.
features features .
VA | - [e
- — 1 L
6' . ~ _. v A
syn . -\'. :
3y R | s
-
b
1
.”:;Jithout T s 1, 7 —
PR 3o
. with © ; i
i {
,f.
T . / . '
\-._ . /’ direct 'Iy_.refez'z;ing'
- \ i . y, to commumication
Ty R e .
a/p
x+y=y+x o Al
(x+y)tz=x+{p+z)}) A2
x+x=x S A3
(x+yl=xztyz. . .. Ad
Awy=x@zy o o A5
- xy=<X |E>i=l.n R
- Rl
T x=Ty®) )
X ETRM = et | L
T; A —guarded R2
X]'=<X||E'> '(X) . guar

basic process algebra with linear recursion
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- is merely a reformulation of Milner's system M (in Milner(1984)}:

M x+40= i _ : E AD

x+y=y+x Al

(x+y)+z-x41y+z) A2

x+x=x . - - A3
o RTX)SRY (Y)Y 0

.p.XT(X) T(pX T(X)} - pl

3= pX.T(X)T(X) guar ded w

SXXHT)=pX(T) o

he presence of 0 {the NIL of CCS) and the use of preflx multlpllcatlon ‘is

ot essentlal here, in the context of regular processes The notation of

ion equatlons E = {x =t {Xl,..,x ) i 1—1,..,n}._
?oriinstaﬁce, uX (ax} is in BPALR:_<X [_X==aX>; :

BX (a(uY (bY)) is <X .| X=a¥, Y=hy>.

: M b oux tax}:”mz (¥ + pz (az)) .

<% | X=3 *z>=<¥|v a‘uaz z a...>

- For a goﬁpleteness result {due tolMilner'for M}, see the'table in chapter-3._

—calculus is equ1valent to our construct<x IE> denotlng a system E of recur- -
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S ~
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syn . N .
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I'I.
without ; @ '
- PR e
with t | i -‘% :
: . i
.
v
/ o
T . jdirectly referring
-, to communication
. 7 Hpoatte
_ N i
. Al KFAR
Yrz=x+({ +z} A2
- A3
- Ad |
- AS
- T}
. T2
y)= a(rx+y}+ax T3 |
Ti0
TI1
TI2
' +_y) -r,(x)+-r;(y) _TI4’_.
VY = Ta7e{y) TIS" '
(@) = (@) TIS
<X | E>)= <X1§T;(E)> " TI6
<X iE> i —_1,...,” Rl
JC1— 1(:\’) L
T(x'), ool o - .
R T.(X}is A —guarded . - R2
'Z': -XI_T<XIIE> _l_( )15 4 ..gu .

- BPAVE=FE r3 | | | |
| <X\ E>=<X,||E> basic process algebra with abstraction
L o . _ and linear vecursion

T<X, | E>=7<X)| E > for some k. #1 R4 ST
<X(|E>=<)Q | E o Xa =T (X} HoX>
<X |E_y X =t >=<X|E_ X =7> RS
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fundamental | additional
featuras - ¢ features = .

y=e . wm]
le=xletyle o ws| L |
T T G SIS R

to commmication

(@)y=a ifael . L : . TI3 |
GHyy=nx)+npy) - TH|
() = Teny) o TIS|
‘T;(ﬂoy) _:_'r[(g ),-ff(y) | o . . . . . TIS” -
H<X|E>)=<X|n(E)> - . TI6

xf = <XI fE >,; : 1,_",_1.:
 M=TE)

X =T(R), i =1,
= <X, |E>

T/(X)is A —guarded . R2

BPALVE=E
: <X:_|E>=<X_1-IE’.>? .

T<X, [E>=r<X,|E> for some kg #1
SXUES=<Xi | B X =T (R)H7X>

<X}]E_k,X;C :TXk:}:.(XIlE—k!Xk =r> . RS

Process algebra with abstraction. and linear recursion

./ directly referving



.#2‘7;

comments

.. The following example can already be treated in the subsystem
; '6':":"?_1-&11‘?;, resulting from omittincj the axioms and rules réferring to 1.

is 'BPALR (2.5.9) plus Ml-4 for || ’ ]_|__

X abbrevlate <X [X= a(X+b)>, and let Y abbrev:l.ate <y ]Y = cY>.
the well- known notatlon of p- calculus, we would have X =zpx (a{x+ b})

= uY (cY) ).

XI}Y = XlI_Y -+ Y[I__X = a(X+b)ﬂ_Y + cYﬁ_X =
a((X +b)! m +o(YliX)
CXAEBMY = (XHBMY + YIL(X+b) =
XLY +BLY + YI(X+b) =
e +B)LY + BY + cYIL(X+b)y =
X +B)IY) + bY + c(XIX +5)..

So, putting U = X||¥ and ¥ = (X+b)||Y we have found ‘guarded linear recursion . -
“‘equations for u,v,Y. : - o . _
Hence by R2:

U : X||Y = <U| U= av+cU, V=av+by+ oy, ¥=c¥>,

For a completeness result about PA;Lﬁ:- see table in chapter 3. o
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‘..\ /d?.rect iy referr’mq
R Ee ﬂc‘mwzwattoﬂ

AMP

L x4y= y-i-x : ' Al

(x+y)+z:x+{y+z) AZ

X+x=x h A3 -

{x+yyz=xz+pz | - A4

{xy)z_x(yz) _ . A3

xlfy= x[Ly-t-yH_x' : Mt _ _
gl x=ax- - L M2 xly=x-y . TRMI
axf_y=alxjy) _ M3 x- yu_ x{yuz; . | TRMZ
E+y)lz=x{ z+pl 2z © M4 :

a=a + TRI #(a) a ; - FI
Xty =X+Y TR2 $(x + 9} = $(x) + (3} F2.
X=X CTR3 $(x)=¢{x} S . F3

) - plx-p)=d(x}- 40 F4

process algebra with tight regions.
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5.12, comments

The Tight Reg;on Operator

i the framework of ACP as introduced above, one can treat process
perauon where processes have tight regions which are to be executed _
Ithout any interruption. This is- sabstantially - more comphcated '
. than the following more direct way: 2.5. IL. contains
n axiom system . AMP for -processes with tight reglons without
gmmunication. It is an extension of the axiom system PA for free merge in
,.5.3 : the additions in the signature consist of an unary operator xi— x,

He tight region operator (in the literature x is also denoted as (x)), and an
‘fniverse operator ¢ which removes the constraints of tight regions. Intultweiy,
the underlined parts in a process expression (the tight regions) are to be
xecuted in a cooperation as a single atomic step—that is, no interruption by"
‘an action from a parallel process is. possible.. Indeed we have as an
.immediate consequence of axioms CRM] and Mlin 2.5.02

' PROPOSITION _ xi[y X y+3

Note that in general x l[ ¥ ;&x !! 2



RE S
5/3. '

" fundamental - additional

features o features
w - - i . ) .
I .
ra | Isyn \. . . ' J
. . 2y R s
. |+ i
S ILA AN
sC ' i r_\ '
. . | .
o S ET . '
© without T . ) : o
PR |-'. - ) g -
| Lsh T — L :
I NG
N S i
g c . !I
Y /direcily referring
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- ! _./"/
AMP(:)
Ar.+'-.!=_1"+.\:-'._' ) . . . Al
Ax+p)tz=x+(r+2) - A2
X+x=x' A oL C .
{x+y¥)-z=x-z2+4y-2 - ) A4 (x+y)iz=xiz+yiz . ATL
x-ypez=x-{y-z) ’ A (xyiiz=xc(piz)} - AT2
: - ' ' Cofxiy)-r=xi(p-z) ' AT3
(x-Pyiz=x-{yrz) CAT4
xr=xly+ylx - M1
ali_ y=ap o - M2 L o .
ax| y=aixil ¥ : M3 (a:x)f y=a:(xLy) - COTRM
(x+lz=xL z+rl: L Me :
a=a . . TRl ¢la)=a - B
Xty =xy TRZ $0x + )= $(2) + 4(2) F2
y=x - . TR3 () =pl0) R
roy=xy TR4 ¢{x-p)=29(x)  8(») F4
X:r=xiy TRS3 ﬁ'(x:y)=_d(x)-¢(y}. o _FS

process algebra with tight regions and tight mulfiplieation
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.5.13, comments

Tight Mufnphcanon '

A shoricoming in expressive power of the tight region operator in AMP is
hat 1t does not allow us to specify a process ¢ - (b -x+ ¢y} with the
resiriction that only after the first step @ and before the subprocess bx + ¢y’
no 1nterrupt10n by a parallel process is possibie. Therefore we con51der a
-binary operator : (“fight” multiplication) with the mterpretat:on that x :y is
jke x -y but with the proviso that in a merge, no step from a parallel

~ process can be interleaved between x and y. Then a: (b-x+c-y) is the
" process intended above. .5.)3 contains an axiom system AMP(:) which
- is an extension of AMP by this new operator and corresponding axioms.

" .. The. axiom system AMP{:) is redundant when only finite processes are
c0n51dered then “_ > .can be eliminated in favor of “.” (but not, as just
remarked, reversely), and also for finite processes some of the axioms in
AMP( } can be proved inductively. from the other, e.g., -TR3.

The operator “:” has distinct advantages above “_7

. T apart from 1ts
greatér expressive power, it is more suitable for a treatment of infi nite
processes both via projectwe sequences (as used above} and via bisimulation
{not considered here). .
‘Remark. _Note 'tha't. th'e_ axioms _i‘n Z-S, i3  for AMP:
xlty=zxy ORI
xyll_z = zilyllz)  (TRM2)
' and'their immediafe Conseqtien’ce
'xHx-' Xy + Zx _ (Propbsition in z.5.1%)
can now be p*oved 1n AMP( } from the ax:.om
{arx) L!_Y'= a: (xIJ_y}__-- . -(TRMJ-,

for finite 'closed___terms (using an induction on term formation).
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"ag@':é-- S R
xll}-tﬁ_y+yll_x+y|x - CM1 g=a : . TR
el x=ay CM2 x+y=x+py i _ TR2
ax p=alxfyy - CM3 x=x : _ - . TR3
{f+})le_xH_y+yE_z CM4 x.y=x:y ' TR4 .
xip=y|x ' CMS*x:y=x:y TRS
‘aiby ={aibyy CMb _ _ L
ax|by=(al&)(x| ») o CM7T dla)=c _ : Pl
(xt+ryiz=x|z+y[z . - CMB glx+y}=glx}+4(y) - ' F2
o . . #lx)=glx) - F3
éplay=aifa € H Dl dlx-yy=¢x)- oy} ' F4
Sa)y=6ifac H _ D2 $(x:¥)=o{x} - $(y) F5
By + ¥} = Bylx) + Dl 9} . D3 - M .
(X - p) = 8glx) - 8 D) D4

algebra of cxrmwnoatmg processes with tight regions and tight mitiplication
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2.5.14, comments

MEeRGING WiTH COMMUNICATION AND MUTUAL EXCLUSION
 of TiGHT REGIONS: ACMP :

The facilities of merge with communication (ACP) and merge with mutual
exclusion of tight.regions (AMP(:)) can be joined in 2 smooth way. (This is
not. self-evident; e.g., it seems not clear at all how to }0!1’2 tight multiplication.
as in AMP(:) with r-steps.}

The result of this join is the axiom system ACMP i in 2.5.14 . The left
column contains ACP w:th a slight alteration for convenience: CMS* is
added ' ‘which saves us some axioms. The right
column consists of the axioms in AMP( J(see 2.5.1% ) for the operators 5

. and &, where the axiom :

(@:Ly=a: (x[Ly) N .

~ is now extonded” to

(a: ﬂﬂy—a @Ly+xW)3 CTMMI

The axiom CTRMI can be understood as follows: The process (a:x). ﬁ_ y
has a double commitinent: | insists that the first step in the cooperation
between g v x and y is taken from a : x and : insists that after performing 4, a
step from x must follow without interruption. This double restraint is

- respected i @ : {x |y + x| y) After a, the required step from x may be an

“aufonomo’us” step of x, as in.x |y, or a simultaneous step in xand y, as in

x|y. (Note that when commumcatlon is absent, ie, x|y=4, CTRM1' -
specializes to' TRM.) Moreover axiom ATS is new and s0 are

CTRMZ—-CTRM4 which specify : versus |.

By means of a tedious prooftheoretic’ analy51s analogous to the one for .
ACP one can prove consistency of ACMP and that ACMP is a conservative
- extension of both ACP and AMP(:). Also associativity. of || holds for. -

ACMP; intuitively this can be seen via a graph representatlon of closed
ACMP-terms as in Example below.

It turns out that the combination of asynchronous cooperatlon as m ACP
with “tight” multiplication as in AMP(:) is able to give an interpretation of
synchronous cooperation. This wiil be stated more precisely in the next
section where a direct ulomatlsat:on of synchronous cooperation is given.

_ 'EXAMPLE a: bjfc d—a bl c: d+c a[[_a b+ar: b{c d
=a:{bc: d+bic d)+c: (da : b+d[a byHal|c): (de)_a {(bc : d

+@&lad e \uu:é-}-(d{a}-;" {a}c}:{b}d} Thare:sas;mple

graphical method for evaluating such expressions,. as suggestod by Fig. la.

" {This is moreover relevant since it enables us to define simple graph models

for ACMP; we will not do so here.) In the figure black nodes indicate tight

multiplication. After “unraveling” shared subgraphs we arrive at the correct -

evaluation of a: b c:d, as-in Fig. 1b. (For the merge || in PA and ACP

there are analogous ways: merging two process graphs in the PA sense.

consists of taking the full cartesian product graph; in ACP diagonal edges

for the results of communication have to be added See Bergstra and Kiop, iy
1983&} : : o

-_I (a} .
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_ax[b:(aw}x. . ’ SMS

algebra of synchrovous processes
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SYNCHRONQUS CO-OPERATION: ASP

e will briefly cemment iﬁ_this'seétieh_on.tﬁe distinction between asynchro-
eusly versus Syncﬁroneusly.CO—operating_érocesses {in the.sense of Milner
fﬁj). ACP, just as.CCS,.describes the:asynchronous co-operation of proc_esses°
The axiqusystEm ASP in ﬂ2.5J5.0$6be describes synbhronous co-operation’ef
processeé, in the sense that the co-operation of processes Pl,...,Pn;'notation'
lP f...IP . proceeds by taklng in each of the P, srmultaneously steps on the
(lmaqlnary) puises of a global clock ' o | o | '

Forma?ly, the relatlon of ASP to ACP is clear. it orlglnates by leavrng

;oﬁt_the results ofjthe_free merge, that is: in axlom CM1 of ACP -

xlly = x[y + YLLX + x|y
the flrst two summands are dlscarded (So that || is in effectr[,_the communi-

catlon merge]._

ASP'bears a strong resemblanée'to Miiher'e SCCS.U%3]'(see'alse Henﬁessy [ﬁ&]}f
.the most notable dlfference is 6 which does part’ of the work done in SCCS. by
:reStrlctlon operators. (In SCCS ’1ncompat1blllty of atoms a b cannot be ex—
pressed, so that certain suPerfluous subprocesses of a co-operatlon must be
ﬁruned away after the everuatlon of the co—operatlon by a restrlctlon opera-
tor. In ASP thiS'inCOmpatibility is stated as alb = §.) Another_notable dif-
farence is that SCCS admits also infimite sums.. o ' '
'.Milﬁer {ﬁu].giveé eﬂ ingendous:implementation offesyﬁchrohdus processes
(éé in CCS} in:terms 5: SCCS, via some 'delay—operators' ehd argﬁes that syn-
.cﬁrdneus.cp~operation is'a'more fundamental notion than asynchrdnous co-ope-=
ration. noWever, the reverse p051tr01 can be argaed too, 51nce na1y syncﬁr0=_
'nous nrocesses can be 1mnlemented in ACP.'
Synchronous co—operatlon as ax10matlsed by ASP can be rnterpreted in

ACMP as the next theorem states- {the routlne proof is om1t+ed}-

THEOREH Let X.¥ be baszc terms. Then x|y evaluates in ASP to the same

'baszc term as ¢(x|y) in ACMP.
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Cwasex _ A6 -

& =8 I AT

dy = xllysylx

alf_..x = -_éx- ' S .' L B .

sy =aballyy W
IOIE =.""”_ z + Y”__z'. e

MOESS o
u:(ex)'_= é_-u:(x) | H@ :: 
o) —etd W

. gq(-ct'd cx) = ol pd.q(!) o 106

o%d,
o M

+) = chd L wes
Ch o
o -(_cird.x} = 'cid.pc(x) - HO6
Wilchd) < 6 if d £ lastlo) or o= . HO7
uolhd . x) = 6 if &4 last{o) or o =€ HOB

g, a g, ;
1= M09
”c(_“ y) _uc.(x} + pc(ﬂ .

(ach, ecE, geD¥)

process ‘algebra for ordered mail along channel ¢
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"
The alphabet. Let B be e finite set of actions, D a'finite set of data,
¢ a special symbol (For 'channel'). For all deD there are actions
ctd = (send 4 via chanmel c: potential action)
cTa (send & via c:. past action)
cia. | (receive d via c: potential -action)
cldd - (receive & via c: past action) ' R

The distinctien betﬁeeﬁ c +d:end c’?d'may'be slightly. unusual; ct a indicates

an 1ntended (potentlal future) actlon whlle c‘?d denotes a reallsed (actual '
 past) action. leew1se for c‘kd and’ c‘ﬂd.. ' o ' ' '

{Note that thls dlstlnctlon is 1mpllcltly also present in ACP there a

'communlcatlon has’ the form alb c. Now the’ communlcatlon actions cen be seen

as potentlal actlons, while the communlcatlon result ¢ is an actual actlon )
Notation. c4D = {C‘td i depl. Likewise for c1TD, etc;"'
‘Now we deflne the alphabet to be .

C A =B yis)hy (c4D) u (cﬁm U {c+D) v (c,gm

-Encapsulationr
'Let D* be the set'of'seauences o of”data'ds:D. The empty seqﬁence is :
denoted by €. Concatenatlon of sequences U T is denoted as o * T; espec1ally

if ¢ = <d d > (n20) then @ * o = <d, d ,...,d >, and 6 ¥4 = <dl,..,d d>

. 1'“"
) Further, 1f11>l laet(o} = dﬁ'
Now for each o € D* there is an encapsulatzon operator u : P » P where
P is the domaln of Drocesses (1 e. the elements of a process algebra satls-
fylnq the axioms above ). If x 1s a process, then B (x) denotes the process
obtalned by requiring that the channel c is. 1n1t1ally contalnlng a data se-
guence o and that no communlcatlons with c are performea out51ae x.

Phrased otherwise: p_ ° (x) 15 the result of parttal exeeutzon of x w.r.t. ¢

w1th 1n1tlal contents-c. (Here executlon 'refers to the transformatlon of a
potentlal actlon like ¢ +d 1nto a past action c Ttd; moreover such. a transror—

matlon has a svde effect on the contents of ¢ as spec1f1ed by the axloms)
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£

For the bag—llke channel the s;tuatlon is very much the same except
that a data sequence o 15 nOow &a multtset of data. We denote a finite multl—.
set of d;:D by_'Mf Now for all flnlte multlsets M over D we lntroduce again

an encapsulation or partlal executlon operator-

: Ps P
H'.’.? . >

‘Example '
(i) .ugtcm"- ¢id) = cla * cla

2

(id) wi(erat [ ctw) = cfd ¢ cld

o - uebd = .. _
”(iii)-ug{c%d [l ct@) = cfd = cfd

(iv) g{c+dl * ctd2 ¢  £ cta + ] ctu) %'ﬂ

ueD - . ueD

'cﬂd;_- tﬂdz_f (ngl;?.cud2'+ cld2 - cyal)

(v} Let D = PLYD2, plinnz_%'p,

'{_”g' cl+d * c24d + § o clid -'c3+d]_'H_

and H _
' deDdl ' - deD2

_ Then H separates the Dl messages from'__.

.tne 92 meseagee.

(vi) Let dl # d2. Then:
pg{c§d1 v cyd2) = el - &

(c+d1 |l c+@2y = cfal = & -

0= O'I'S}

po(cyd2 |} ctdl) =

. Remark. Notice that there is no guarantee that after a send actlon ctd
the correspondlng recelve action c+d will ever be performed. Thus the send
action enables the receive action but does not force its execution. This

holds for both mechanisms: queue—llke channel and’ bag llke channel .
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v CAUSALITY -

In the previotS'section -the actioﬁ cld is the 'accualised form' of ctd and
llkew1se cid 1s cid after executlon cr. actuallsatlon. Moreover, a causal effect

_.is 1nvolved- ct+d causes c&d These concepts will be made expllc1t 1n the pre-

sent sectlon.

4.1, ACtualisation On the alphabet'A we postulate an operator “: A » A, such

‘that 3 = 5 and & = & for all acA. The actlon a is called ‘the actualzsatton

of a. Writiﬁg.B.= A-A, where & = {a la EA}, A is partltloned as follows.

A= BUA.
4.2. Causal reiations; On the set B of not yet ccmpieted actions we have a bi-
Instead of.

. nary relatlon R encodlng the causal relatlons betWeen snch actlons.

(a b) eR we wrlte-

alf- b,

in words: "a causés b“. Further‘nccations are: . -
_ Dom(R} for the domam of R, i.ev Dom(R} - {b I3 b"..b.'lf;—'b'}, ‘and
fRan(R) for the Pange of R, i.ed Ran(R\ ='{b RS b'[Lb}

So Dom(R) contains the 'causes"or stlmu?l’ an& Ran{R} the effects' or 'resé

porses'. Note ehat an’ actlon can be boch a cause and an effect. Flnally,

R(b) = {b* [bikb 1, the set of- effects of - b.

4.3, Encapsulatlon Let bs.B Performlng b has two consequences b lS changed

into B and all b‘ eR{b; {i. e. caused: by b) are now enabled The operator

-whlch takes care of the executlon cf b {or in another phra51ng, whlch changes

the view from '1nterna?' ta fﬂx*ernal" and wh*cu takes sn to accoune wﬁlch

actions are'enabled is the encapsulatzan operator Y . Here. Ec:B. The 1ntu1t1ve

E E_ .
'meanlng of T -15:_? {z) lS the process where all causal effects take place

w1th1n x, i.e. actions within x are. nelther enabled nor disabled by - actlons

outs;de X and conversely Moreover, 1n1t1ally the actlons ¢ E are enabled._
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Example. {i) Suppose al%d ¢clFb (see Figure 6(a)). Then
YE(aandJ - YPamlean +Y'0(_c(dHab}) = 3y {'d}(b}]cd) o =
e }{bcd+c(de}) + .. = (s AP }(db+bd}} o=

&G (3B +BA) + ca(Ba+ aB) = alle) ellay .

(i1) Suppose dlFa, blkc (see Ejig'ure. ~ ). Then ﬂf’e{_éblicd-} = 3.
) P . s /w c
: 4 e N
() O

- Note that circular causal'relationS'{subh as in this example '(ii)) yield
' deadlock. Here _an'act.ion-'é must be considered to cause als’o the actions ac-

Cessibie from a ('latéf‘ than'a).i{Indeed”'we-have a*b =jy (al!b) for alkb )

{11*} Let X and Y be the two 1nf1n1te processes recur51vely deflned by
X = abK and Y = cdY; ‘'so X = {ab)- and Y = (cay”. Suppose al|Fc and d[kb.
| '#”(x;m —y’gta(bXIIY) " c(dYﬂX)) = ayle (bx;m + 8=

{ }(b(XHY) + c{dYHbX)} - a(6 + cy‘ﬂ(dY“bX})

{b}

: ac(aY{ (Y[be} + &) = acaT (b{X”Y) +- Yu_hﬁ) =

Eu‘iaﬁw/a x||¥y.

‘Hence 40 (X{ly) = (agaB®.

Remark. There ig an interesting connection between the.
of encagsﬁlation.{as_effect&ated by the'operators BH in ACP, U ,-p‘ in the
' R _ _ : & .

mail mechanisms of Z-FIG,J? -and the present v for causallty} and the

’temporal' notlon of executlon. In spme sense, one could say:

enuaysulatlon = eXECULIOHN.

Indeed, an encapsulated process can be thought to be already executed since

. no further interactions with an enviromment are possible.
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anllyg=otlly  £M3 | Beeg) - Broy- By an  THS
N3 +_g)LLz==€LL'z'-+ yllz - CM4 . : ' o
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dufel =& ifacH. B V4

ayls + Yl = oytw) + oply} B3

ayluy) = oylud-ofyl ' D4
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2.5(19,-commepts

Thls ax1om system presents a new plece of syntax

g together with deflnlng equatlons Pl-6, THl 3 Based on a partlal

order > on atoms (in which ¢ is always the least element}, an. operator

8 is deflned S(x) lS a context of b4 1n51de Whlch in ‘a choice, actlon a

has prlorlty over b whenever a*>b. In order to give a finite ax1omat15atlon
-of 8, an aux1llary operator < 15 used. In words. x‘ﬂy is "x ‘unless y".

The process v acts as a fllter on the initial steps of x: every initial Stﬂp
of x dominated by an 1n1t;al_step of:y;_is ‘killed' (replaced by 5}.- '

E.g. a<hb = a unless b has priority over a, . in which case a <b =48,

Examples: assume b<a and ¢ <a. Then: -
adb+ b9a'= a+8 = a.

(1) 8(a+b) = 8(a) b + 8(b) Ja

0o

L{44) B b+ o)

ﬁ@ch+ﬁm)¢b b4e+p4b=b+c{-

(iii) @(b(a+c)) = 8(b).6(a te) = b(8(a) 9c + 6(c) a)
blade ¥ c9a) = b(a+8) = ba. -
(iv) 8(a+b+c) = 6(a).d (b+c) + 6(btc)das

(8(a) <b) dc + (8(b) dc + 8(c) 9b) Ya = {adb) <c + (bIc * c4b) da =

_aqe + .(._b_-!-'_c')_ﬂa =_a'+5 a.
(v} 8(atb+c) = 8(a+b) <c + 8(c) <(a+b) = (8(a) Sb + 8(b) <a) <c

.+ 6{c) ?a) <b = {a<%b + bda)j<c+ {c<a) Sh= {a+8} Yc +5 <b =

adc + 84c+ 6= a+s+ § = a.

{ tivw} ahd'{v}Véhow.that'an expfession'ean'be bgoken deﬁn.in.seﬁeralfwaysf
This is wh?-a_term rewriting analyeis yieldinq confluency is required.)
ACPB;ie a.eoneervative extensibn ofIACP; An elimination fheerem:for_the_nev-
l? definea b@erators 9;4 is proved with the-help:of_the method of recursive

' paﬁh orderings, a termination proof technique.

ACP Has been ased to model several simple Lnterrupe meCuanesms, 1r'o;?ing
g _ _

recur51vely deflned processes.
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R,S{ Readiness and failure semantics can be .seen as a kind of 'enriched

trace' semantics. Two processes p,q are ready eguivalent if they .

ave ‘the same ready pairs; here (¢,X) is a ready pair of p if there is a
ath in o] '{starting"from the root) yielding the finite '.t_race'g and such that

<A is the set of immediate possible further steps.

(It is not hard to see. th_at. inserting a 'cross’ respects the readiness seman-

tics.i.

Failure equlvalence equates more processes than readiness equlvalence aoes.

(I e. readlness equlvalence =) fa:.lure equ:.valence ) The concept refers to ;
nﬂgatlve 1nf0rmat10n about possﬂole further actlons. if (g,x) is a reac'iy pair,
any {o,Y¥) w1th Ye A—-X is a fallure palr. Drocesses p q ‘are fallure equ1va1ent

if Lhey have the same fallure pairs.

‘It turns out that fa:.lure eou:.valence for flnlte processes (w1thout T)

is completely descri bed by ACPRS. Axiom S has as consequences the 'saturatlon
or “ceonvexity® axloms
ax +ay = ax +alx +y) ¥ay
ax +alx+y+z) = ax+talx+y) talx+y+z).
(Vice versa S can be derived from these two.)
For S alsc a simple graphical representation'."exists,' which is useful in the

completeness proof.
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addi e fomal’
Ffeasurea

Fundamental |
Fagtumeg i

x+y = y+x | Al _X‘r'—“: x T
Hx+p+z)={x+py)+z CAZ TX4X = *x T2
Hx+x =x ' A3 a{7k +y} = a{rx +y)+ax T3
Mo ty)e = xz+yz - Ad ' S
Joosz = xg2) A3
x+8 = x i Ab
15x =8 AT
Hap =8l 1
f(alb }lc = af(ble) 2
- - St e
: xlly -—x{L_/T}LL_x+xU, - M1 .
tallx = ax CCM2 I vl x = 7x - Tl
ey = alxlyy CM3 § oy = =xliy) Th2
e +eibz = x|Lz+yl 2 C4 ¢ 7lx = & TCH
{ax)id = {albx ' CCM5 g xfr = 6. T2
dal(bx) = { ajblx CM6 § (rx)fy = xly - TC3
f@oien = @pyclyy oM § i) = TC4
jlx+Fyiz = xjz +pjz CM3 :
Sxiy +2) = xjp+xiz M9 ¢ _
H - 3y (ry=r DT
B : : : . ity = Tii
_ff'[aﬂm =a f agHCA DI r{a)y = a if agi CA {8} T2
Bou(ay =8 if aeH L2 gy =71 if aef Ti3
Yy lx +y) = yix}+ayly)y D3 -7 lx +y} = r{x)+ ff(y} Tis
om0 = 8u(x). 34 07) D4 f o) = mix).n () Tis b
| "
Hmﬁshaking E=biehize o :
xlylz =8 - ACPK
' .-E_ﬁfpm_sﬁ@n- theorem algebra of comuricating processes
. i - ;{ + . e C ey .
x;l! h’x Ex L _ eé}ix'* }H"Xk L with Kecmen's fair abstraction rule
;lmm of standard concurrency:
' '.-(xLy}{L,z = xl (ylz)
'-(XLVB[L.Z = xl(y U.,Z)
xly =
xily = y!!x ._
x[yizy = {xb’fiz
xliylizy = (xly _
= Tm(@)=a To(t=r ]
. ”l(ax}:a . wm@@':Tmm(x}
. ’ V,,_Ezk Ky =;',,ax,,4;+y,, (f,, EI} T +g(£:.¥x;\‘o=ﬂ?fm(x) i
- KFAR - T (X + ) )= 0 (3 J T 70 {p)
T ) = Tfff(zmezJ‘m)- : _ _ v

_ Blx,-}  El{y,-)
RSP — E guarded
x = 1! )
i
I  aze 7oKy =g Elx,—
n m LRy =T iy (%,

E guarded,

x:y.

alx){aly 3N = &

no abstraction

o) |y JOHICH CAl CA3
Bulx lly =8y (x 8oy iy )) izl y=ntxlniy )
) H =& Al n[xg!“!- CAL
Ag{x)=x [ Ty(x}=x
A= UH, Cas ! ; "fﬂ)[; Cmﬁ
Ba{x 1= By 20 (x 3 T ' } T(x )= remix ) )
Ani=a ) cad

Tl x )= Aoz )
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2.5.21, comments

A proof rule which is vital in algebraic computations for system

_ _ verificatioﬁ, is_Koomen‘s:fait abstraction rule. It was used by
C.J. Koomen of Philips.Résearch in a formula*maﬁipulation system based on.
| CCS and defined expllc1tly in- Bergstra — -Kiop (1984c) where it served to
tglve an algebralcal verlflcatlon of a simple ver51on of the Alternating Blt
Protocol In the name KFAR the adjectlve 'falr' refers to the bias that
 b1s1mu1at1on has towards a fair executlon of T-paths ln the. sense that after
flnltely many execatlons of a T~Cycle, an alternatlve not on the_r—cycle must
_be chosen (if there is no alternatlve the'result is §). : |
. The formal version of KFAR (whlch is 1n fact parametrléed by k1) is:

L

 ¥Yaem, o ox =i et iel).
. VYnem, = x - LR Yy ( ns D
) = -T-.TI[-zmsZZk'Ym}. - L
"where the subscrlpts n, n+1 are elements of Zk = {0,%,...,k-1} in”whiCh

addltlon is module k. The x R +1’Y ,y - are meta?ariablés'ranging'over_the_
.process algebra under conszderatlon - The 1nlaxe elements qf.A; wgialwﬁys_fe—"
Qu1r8_$§‘5* $0 i cannot be . This is essentiél. as Wé'shali-show We con-

- ceive the in {or. more general, - tﬁe elements of I) as 1nternal steps {but not
as t 1s, 1nv151ble or - 51lent) whlch can be abstracted to yleld T= steps.

We w1ll explaln the rule by some examples.-

(i)

t X} = 16

{i}

{Note that this case is covered by K?AR- since x =ix = ix +§.)

1
(ii) N _ .
. N - - +.'
KFARl x a2+ ix
L, X) = Ta
Trip
iid) | e ivio. v e dzia. w= ke
. KFARB yrp. J=_ 1 i _ tr
T, o oy &) = 1lr . ..  (ptg+r))
ti, 3,k 0 0 {10 30k] _p q_ e
We remark that it is essentlal that the 10,11,...,ik_1—“cycle? appearihg
in the hypothesis of XFAR is not a cycle of rv-steps. Indeed, the version
‘of KFAR: ' ' ' _
" . S ‘ '+ - = { L]
If v¥n egzk 1':.n Txnfl_. Y then x t(zym)

would simply be false: from x = a+ 1x it does not follow that x = ta, as

already remarked above in .
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" {iv} The following eXample.Qf an application of KFAR is also used in 2.6.3.

Consider prqcesses'xg;kl,xz.such,that

l .
xz = d + bxl
Then i{b}{xq} _a.t{b}(xl}.+.a T#b}(xz) Now xl bx2 ?' 32 bxl .d

can be used as the hypothesis of KFARz, yielding:

Tpy ) T Ty (e @) = orle wdl
Tipy () T Ty le T T ler )
Hence_t  (XO) = ar(é%idi'+ at{cf-éf =_ai(cjfd) = a{ﬁ~+d}.

{b}
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-Mllner remarks in his book {Milner {1980)} that it’ lS a blt curious that a
- loop e§i> 1is ‘set equal to ¢ by the notlon of blSlmulatlon (or rather
observatlonal congruence] ‘used there. -

In this respect 1t 15.1nterest1ng-to see that the sole adoption of
T and its axiom TIS (xy) = { (x). T (Y), forces us to refrain from thls

1
- choice to treat 1nf1n1te termlnal - loops ‘in this’ ‘benevolent' Way

Namely, consider

p: 9 ;“—'_'ix

y = xa. = |
: . ‘:
-_Then clearsy x= y (1n fact this can be. proved in ACPK from ‘the approx*matlon

1nduct]on pr1n01ple AIP). However. O j' . S ;
i) (_"_’- Tap ) T T 8RS Ty T @ st e

The equal;ty T } {i}tx}.a3shevs ?ha#:the_'T;;°§Py T{i}(X? cerFsinly

. is not egual to T, slnce_r # ta.

5o what is t (x)? The.eqﬁation'rf }(x] b3 = T }(k) suggests thaf

{i}
{ }{x) ‘is somethlng 'llke §". Indeed, as example {1) above shows, an appll—

cation. of KFAR tells us that T{ } 'ﬁ=.t6 and 16 t8.a&.

(Thls state aF aFFalrs is the reason that in ‘BPA ' 2 5_10 We had to ?epiace axion TI5 by -
Jits preflx maltzpllca+1on forp: axioms TIS' and =~ TIS®, In BPA LR the THilner option? pre—

vails.}

There exlsts a moael of ACPK (G /44}18' see_chapte::B}'wiﬁh the fellowing
properties: _ ' S - '
(1) -:every 1nf1n1te system of guarded recurszon equatlons has a unlque :

f solutlon in the model-

(2): the solutlon of an 1nf1n1te effectlvelx_reEresentable system of
-guarded recursion equatlons can“already be obtalned.as_the solution

of a finite system of guarded recursion equations.

A remark as to the consistency of ACPX: in contrast to the cases of the
axiom systems PA, ACP, ACEs and some others, establishing the consistency
of ACPK via a rewrite rule analysis seems totally unfeasible. Instead, con-

sistehcy was proved by providing the graph model mentioned above.

For comments on HA' (handshaking exiom),-ET_(expansibn theorem)  and SC

(axioms of standard concurrency), see survey part 1 {report CS-R8421), p.19.
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The approxlmatlon 1nduct10n principle AIP does not hold in

the unrestrlcted form ¥n Tr(x)A~TB(y)_%'x-y_(1n the abaove

mentloned graph model}

HOWever, AIP does hold if one of the procesaes x y is restricted to be

:bounded and flnltely branchlng. Here bounded means. hav1ng no infinite

r;paths. Now this condltlon of belng bounded and flnltely branchlng can be

expressed in an algebralcal way:

if x is the solutlon of a guarded system of recursion equatlons, it

is bounded and flnltely branchlng Hence the extra assumption E{x,-} in the

premiss of AIP. _ _
(EXP4anatlon of the notatlon E(x,-). E{x,y) means that x,y solve the systemf

E of equatlons. The y are the aux111ary varlables'. Now E{x,-)_qbbrev1atesf--

ffy E(x,¥).

E(x,~)  Ely,-)
RSP . — — E guarded -

: =AIP. ' Vn TR =T ) Ek,-)

_ F guarded,
x=y " no'abstraction



Tm{@)=a . L ()=
ma=a | med=na,()
Tm+1(@x)=am,(x). . ) )

T (% +7)= 7 () F 7 () | -

PR §} The progectlon axioms say that the n-th projection operator ﬁn

cuts of £t process X to depth n - w1th the understandlng that t-stepsf
are 'transparent' I €. a T~ step does not ralse the depth._

ﬂég 1etxbe{»"7c\/\é\/\

where P = :eversed blnary representatlon of_n ﬁollowed'by Om, '

S50 e.g.

'T'hen-n 'tx): 1."(0 + 1), (8) = 1{00 + 01+ 10 + 11), etc.

'Let ' be X w1th 0 1 lnterchanged "Now note the curlous fact that for all R,
' L (x) = L (y} whlle clearly x y (51nce every branch 1n X con51sts eventu-

. ally of O'S, and of y of l's). Thls shows that the unre%trlcted form of AIP

{see below] does not hold.

_ That'T—steps do not raise the depth. is a consequence of the r—laws'Tlf3§
. é;g. with prdjection:operators for_which_T is not transparent, we would

have an immediate contradiction: T = "wl"{ta) = “wl"{ra:fa; =1 +a.



| _eol@pnmcr g a)leNN)=2 .
B 1) =3y e 100 () Al =6y
ox)H=9 Ccar aNI=g o
: g lx)=x _ ' KR n(x)=x -
H=H,UH, CAS T=1,0I, ...CA.GZ-
B ()= D imx) - TGy =t0m,(x) >
— — CA7 -
0 ()=o)

a(x} is the alphabet of pzocess x Although thls notion may seem tr1v1a1

'-1t ig in. fact posslble to give recur51ve deflnltlons of processes for whlch_

'Hlt is undec1dab1e to determlne what the alphebet 1s

‘The condltlonal axioms CAl 7 hold for all finite ACP -terms

In the present

settlng of ACPK, they are postLlated for all processes 1nclud1ng 1nf1n1te

- ones.

_actions in I has no effect on x.

'_ E g' CAA says"lf no’ actlon from I occurs 1n X, then abstractlng the

CA2: this axlom allows one to commute abstractlon and parallel com9051tlon

(1n approPrlatﬂ c1rcumstances). CA2 is 1ndlspensable for the algebralc verl-

- fication of systems w1th three or more components 1n parallel

;The cond1t1ona1 ax*oms ual 7 were csed in &er*fl cati

like" "BAG | BaG = BAG"; and more general "BAG‘Il = BAG".

ons of equations
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2.522. :
“7 /////

 without t

with ©

/ direct ly referrwq
to eaumumcat ton

Cxdp=pax AL | Dxr=x T
x+(y+z)~—(x+y)+z A2 Xtx =9x: 4 - Ty
X +x =x : A3 Caltx ty) = a{mx +y)+ax - T3
-(xf)’)z-—xzﬁ-yz - Ad | o T
Xyje = x{pzy - - A oy =a, w(X)= X T
' ' - : - om@)y=a if agl . T2
ey=r1 if acl. =~ . -TI3
- T(x +}) = nx)+ry)y - T4 :
T}(X}’) = -r;{x) )y - - TS -

. _X_.a x

It
bl
N

X ='i'-x'""+y (n éﬁ,i € I}
+
CHAR n n n+l n n

: ..'!.‘I (xo} __= ¥

BPA ‘basic process algebfa.'witk ab'sti"actfon_and'_chaos '



2.5.22,:comments.-'

.BPA£X cen”easi;y be extended to PA'x-and probably to'PA - + R,S; but an
.extension to 'ACP k' would be highly problematlc since y and the communi-
cation merge seem to be 1ncompat1ble. {Is xlx = xor y|x ? 6° The ax1om
tlx'= & in ACP_ prescrlbes the second 90551b111ty But then"

(x + x). IY = xly + x|y =_.6 + %]y = x|y

while also

(x+x)jy =xly=38

' vielding the contradiction xly = 8.)

declares a process hav1ng an 1nf1n1te r-trace startlng from the

root equal to X (chaos). The rule is {1n a dlfferent formallsm) from.

Brookes, Hoare; Roscoe (1984)

”'Note the dlfference w1th KFAR in ACPK {2 S. 21) whlch works much more 'rew :
flned‘ . e. gives a lot of lnformatlon about processes whlch are equal to
_.chaos ¥ by CHAR} ' _ : f ' _

.It is 1nterest1ng that fallure semantlcs as 1n Brookes Hoare Roscoe {1984)
cannot work Wlth KFAR but must adopt. the crude rule CHAR ln order to escape

'1ncon51stency See further comments 1n 2 6. 3
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AT_S__ © algebra of trace sets

key=yix . ] S Al
Xt (ytzl = (x+y)+z. S A2
crx=x e

a{x+y)~ax+ay o . .A4"

m
n
1

z”x + zHy S - 'f_'u o  ' ; ' TSM2

IF

x+y) iz

'zlf(xi-y)
“ax |} by = a(xilby) + b(axhy) S if famy 4 TsM3
ax H by a(x{by} . b{ax}fy} oy c(x”y} . if f{é;b}'=’c _'TSM@.”

aley = 7 psi
glax) = ad, ) if agH S bz
3. (ax) = & if'ags - . prs3.

Bty = et ety . e

EIl. . .

(axi aé.(x].if.ajfl' | B _ _..' - L _' - EI2

€-Eg {x) J.f aeg 1 IR - ' - . EI3

-II'

(ax)

(x-+y) = el +i (y}.p'i o ST g

'2.5-23, comments 

ATS, algebra of trace sets, 13 the only axiom system in these notes: not
flttlng in the above .scheme of comp051ng the before mentloned bulldlng

blocxs- ATS does not use a SLnlgle bulldlnq block from 2. 5 3

£ comes in as the'result'of abstraction {by ¢ f In tracéé, £ is very simple.
to deal wlth E1-3 {Contrasu this with T and" 1ts much more ccmﬁllcated

T-laws TLl- 3 The pregence of € prohikits the use of general multlpllcatlon.

as in BPA satsfylng A4,5. Namely.



R

Xy = {x+€)y = xy+ey = Xy +y
would yield the undesirable equation xy = xy +y.
Instead, pref_x mu1tlpllcatlon is used Axlom 24' states that we have to do
with trace ssts.
§ is absent in. thlS vers;on of trace tneory.-

No d15tlnctlon is made between good and bad termlnatlon.

Merge (*{) is much simpler now; tne*eFore the left—merge (u_) and commun -
_ cation merge (]; from ACP are not needed The merge uses a partial communl—

cation Funczloﬂ

{partial since § is absent).

| Note that | |

a2b = afb+e) =‘ab—+aé = ab+a.
In gensral one préves tha . terms in the 1n+t1al algebra of asT, can be.re-
presented as the eiemnnts of {s}x)the coﬁlnﬁtlon Qf_flnlte non-empty prefixf
closed sets of f1p1te Word= over A-{e}. | . o '
Ancther model of.ATG is. the universe of prefix closed txace.sets, with finite
traces; = ic'{k}' (k be ng the empty *race)}. This model is t%e proJectlve'-
limit of the "medulo depth n" structuare | '

It wouzld be 1rterestwng also to cons1de* moé_ls of ‘ATS conrtaining infinite

traces.

The abstracticn operator aT is a renamlng operator. the that 3?, the. encap—
sulation operator, is now no 10ncer mc*e*y a renamlﬁg operator {as it is
in ACP}. This is because 8§ is missing ané the roie that §

played in encapsulation in AC®, is now directly built into aH.

ATE plays a role iﬂ'a'comparisop of LT and BT (lﬁnear tlme and’ brancnlng

time semantics). It tUVQs out that fcr aeadlock free and dELEImlFISth

systems, ATS is just as adeguate as_ACP. Here -cetermlnlstlc means:

" containing no subprocess ax +ay (x#vy).
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2.6. Impossible combinations.

The preceding paées suggest that the éxiom systems are built in a modular
way, and one could wonder whether fhe 23 building_blocks de not simply
yiél& 8388507 (= 223—1} ax iom systems;-ﬁowever, not every “combination

of building blocks is con51stent In this section scme examples are . givan

'of palrs of anompaulble bulldlng blocks.

2.56. l.BPA ;'cannot be extended with both ¢ (and its axioms Ac,7) and XFAR.
 Namely: _ _ . . ' ' '
. ' BP. o<x!x=1x> = 1,
| Phar [ Xl X=x i
i- . but in the presence of § and KFAR:we would have, abbreviating <X.| X = ix>
| T TUT ETEREES _ ) . _

: by €:

- <x ! X= *:X>: = '_r{i,__{g) =1

while on the o;ber hand@ by KFAR since § = if = if + 8z
C{E)Y = e, {6) =
fip (8. Trip (8

yielding the ceontradiction 1 = 18, .

/ direstly peferring
to eommmication




2.6.2.

without 1

Furdamemtal | -additional
Features i Featurag

8

with ©

G;ven'PA,'it ig‘leést pro

ot
rt
l-l
o
=3

multiplicati

|/ directly peferring
to commnication

tlematic to add both abstractionm (1]
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2.6.3. THE INCONSISTENCY OF WFAR WITH FAILURE SEMANTICS

Fundoamental :.additional
features Features
.. >
Zé% 47 H~E§ :
o . =
oy i/}é o \
7 _/ ~ _ el
i - [
Y IRG SR I f’/
III SC . I._ . ._
- _ ,' er ! l
without © 2 113
with T i
i
!

— .
——

‘directly referring
to commnication

It turns out that ACPK, algebra of communicating processes with Koomen'’s

fair abstraction rule, rejects failure semantics, i.e. ACPX + R,S is in-

consistent.

The inconsistency can be pinpocinted to

P}lT + RSP + KFAR + R

the system

where PA  is as-in 2.5.7, RSP .is the recursive specification principle
T - ’ . ’ .

comments 2.5.21)

211 these assumptions, except for XFARAR

Eoscoe (1984)}, in the

(see Brockes, Hoare,
simpilify matters. It is impcrtant to notics
below, iz entirely insensitive ts how failure

containing T-steps,

. are valid

stating that guarded isystems of recursion seguations

unigue sclutions and R is the 'readiness' axiom in 2.5.20.

for failure semantics
abgsence of communicaticon to
that the contradicticn, derived

semantics works with processes
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2.6.3.1. THE CONTRADICTION

Consider the following systems of guarded recursion equations:

(XO aXl + aX2 . ] YO a?l + aY2
Xl = c + bxz . . Yl_= c + bYl
[Xz d + BX, _ ) Y, =4a+ by,

These systems have solutions with the following tree representations:

CLAIM:_XO:and Yb are failure equivalent.

Intuitively, this can be seen using thé pictorial representation cf axiom

R {see 2.5.20} which amcunts to placing 'crosses':

to prove formally that XO = ¥ps

using R and RSP.)



Va

However, with KFaR:

(8 ) = a{c+d) (this iz an example in 2.5.20)

which is a contradiction as thess processes are not failure egquivalent.

2.6.3.2. PARADOX;-There is & paradox_involved_here}

(L failure_sgmaﬁtics confzins bisimulatior Eemaﬂfics, in.the_sense that
T-laws are valid iﬁ:failure sémantics_ _
{2) KFaR iS'semanticaiiy suppozted;by bisimﬁlation semantics: the rule is
valid in process medels constructed via bisimulation. | | .
(3} The contradictioﬁ above shﬁﬁs that failure semantics and KFAR exclude

C

‘each other.

So, why is failure semantics as in Brodkes; Hoare, Ebscog.(1984) not
simply inconsistéﬁt? The answer is that in failure semantics as in BER (1984)
a drastic amputaticn is performed of this_pfoblem_area in which the incon-. -
sisienéy would appeér, by requifing.thét'a process with an iﬁfinité t-path
from the root, is equal tec CHACS {in our notation: X5 see'EPATX in 2.5.22
abave.) . . ' :

E.q. (. + ¢. {C£. the rule CHAR in B?Afx°) '
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f_zmdwne.*m:.a?,. . 'ae.:?d_%ifioml o
featuzfes oo featgres
N EIRE
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: . y
A '
/ I 1IN
nﬁtkout 1 . IJ .
CT ) PR |
...mith‘l . o ol

/
7 directly referring
; to communication

- There are several more combinations which seem interesting. One of them
is asﬁindicated"in'the_diagram above;_in_the presence of ACP, combining
abstraction and failure semantics. Axioms involving .t and failure semantics

~are found in Brodkesf(l983).
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. comments on- the

A box arouﬁd" '_odel denotes that it 'is comgletelz ax1omatlsed by the ax1om

System on the same l ne..So the boxes around the 1n1tlal algebras I{...}

- denote trlvlal oompleteness results, the boxes in the two rlght columns

'denote real completeness theorems.

H is. the domarn of acyollc and flnlte process graphs, R consrets of flnlte
process graphs {correspondlng to regular processes}, and G contalns process‘f
graphs whose branehlng degree 1n every node is less than cardlnal K.

'"For the operatlons on process graphs, see survey part 1 (report cs- R8421}

: The process graph domalns turn 1nto models after d1v1d1ng cut the approprlate_

congruences. In our case these are several notions of blslmulatlon._ ' '
‘-::'._ = _) ! ?:'-’r'f’ .‘__‘_*I‘EG _ _

:The first one is ordlnary blSlmulatlon (called strong equlvalence in Mllner
(19801, the second one is Mllner ] observatlonal equlvalence {not a congruence),

othe thlrd one, rooted r—blslmulatlon, colnc1des w1th Mllner s observatlonal

“_congruenoe and the last one takes moreover good and bad termlnatlon 1nto

'accouqt.. _ _ _
The first three-aotioas'of bisimulation are ekplained,in sﬁrveydpart 1.
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