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Fig. 1.1: The subject matter of this book, and how it is situated in some of
the last century’s developments. For a detailed account of the history of in
particular the first highlighted subject, see ’History of Lambda-calculus and
Combinatory Logic’, by Felice Cardone and J. Roger Hindley 2006.

Some historical lines...

SRSs

0. A few words on history
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Infinitary Rewriting

Logic Mathematics

Higher-order
Rewrite Systems

(CRS, HRS)

Typed
Lambda
Calculi

Combinatory
Logic (CL)

Lambda
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Term Rewriting
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Some streets we 
want to walk
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ARS: 
Decreasing Diagrams

SRS, TRS: 
WP, CPC, Modularity

orthogonal rewriting: 
PML, CR, strategies

termination: 
(RPO) ILPO

higher-order rewriting: 
CRSs

infinitary rewriting: 
iTRSs

infinitary rewriting:
infinitary lambda calculus

streams:
0110 1001 1001 0110

infinitary higher-order 
rewriting: iCRSs

capita that we would like to 
discuss
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The famous Collatz ARS: 3n+1-problem

An ARS
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1. rewriting dictionary a

b c

d

normal form

reduction cycle;
loop if one step

commuting

diamond 
property

WCR, weakly 
Church-Rosser

CR, Church-Rosser

equivalent: CR, 
Church-Rosser

sub-commutative
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a

· · ·

· · ·

a

a
nf b

nf a
nf b⌘

WN, weakly normalizing

SN, strongly 
normalizing;terminating; noetherian

NF, normal form property

UN=, unique normal 
form property wrt =

a

n1 n2≡
UN 

→, unique 
normal form 
property wrt →
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UN 
→& SN ⇒ CR

a

n1 n2≡

b c
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b c da
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d d d d

b b b b

c c c

(i)

(ii)

(iii)

CR ⇒ WCR, but not WCR ⇒ CR 
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shortest proof of Newman’s Lemma: 
WCR & SN ⇒ CR

3.5 Exercises 57

s1 sn
s6

s1 sn

WCR

Fig. 3.6: newmanpeak.

Fig. 3.7: Max Newman, 1897-1984.

Fig. 3.8: Dick de Bruijn, 1918-2012.

WCR & SN ⇒ UN 
→ & SN ⇒ CR

Call a point bad if it reduces to two 
different nf’s. 

A bad point a has a bad one step 
reduct, b or c.

Hence by SN there are no bad 
points, i.e. UN 

→ holds.
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——————————————————————————————————–
HB Lambda calculus and its view on infinity St. Andrews, 15.06.2012

Conception: Alonzo Church 1.1
——————————————————————————————————–

Supervisor Oswald Veblen

Suggested topic find an algorithm for the genus

of a manifold {x⃗∈Kn | p(x⃗) = 0}

(e.g. K = R, n = 3)

0 1 2 3 ?

Church (1903-1995)
Studying mathematics at
Princeton 1922 or 1924

Church could not do it
Started to wonder what computability is after all
Invented lambda calculus
Formulated Church’s Thesis:

Given a function f : N k→N

Then f is computable iff f is lambda definable



s1 sn
s6

s1 sn

WCR
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sophisticated multiset proof of Newman’s Lemma:
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elementary  diagrams to build reduction diagrams,
given WCR
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completed reduction diagrams
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failed reduction diagrams
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another failure
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and one more
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WCR1

CR= NF UN UN!

&WCR SN WN

&
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speaking for itself
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a vector addition system: indexed ARS



D

De.d. splitting in 
both directions

(a) (b)
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⇥a, b, c � A⇤d, e, f � A(c � a ⇥ b ⇤ c ⇥ d ⇥ e � f � b)
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c d

⌘
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a b

c d

strong confluence

(a) (b)

25

20 CHAPTER 1. ARS & TRS

!

a b

c d

strong confluence

(a) (b)

Figure 1.9: Huet’s strong confluence lemma

1.2.1. EXAMPLE. 1.2.2. DEFINITION. For an ARS A = ⌅A,⇥⇧ we define: ⇥
is strongly confluent if

⇥a, b, c � A⇤d � A(b � a ⇥ c ⇤ c � d ⇥� b)

(See Figure 1.9(a)) (Here ⇥� is the reflexive closure of ⇥, so b �� d is zero
or one step.)

1.2.3. LEMMA. (Huet [80]). Let A be strongly confluent. Then A is CR.

PROOF. The assumption of strong confluence provides us with elementary
diagrams (e.d.’s) as in Figure 1.9(a), which can be used to obtain CR as
suggested in the diagram in Figure 1.9(b), where we profit from the fact
that splitting occurs in the direction of our choice. (This is so, because the
quantification over a, b, c implicit in Figure 1.9(a) is universal, so we can
mirror the e.d. in that figure around the main diagonal.)

1.2.4. EXAMPLE. When splitting of e.d.’s would occur in both directions,
our ’diagram chase’ to obtain confluence may very well fail: given e.d.’s of
the form as in Figure 1.10(a), so corresponding to the WCR assumption

⇥a, b, c � A⇤d, e, f � A(c � a ⇥ b ⇤ c ⇥ d ⇥ e � f � b),

we may fail in our attempt to construct a confluent diagram by tiling; see
Figure 1.10(b), where the diagram construction of diagram D falls in the
trap of an infinite regress.
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Is tiling succesful? YES!



Institute in Nijmegen and the Formal Methods section of 
Eindhoven University of Technology. Started by prof. H. 
Barendregt, in cooperation with Rob Nederpelt, this archive 
project was launched to digitize valuable historical articles and 
other documentation concerning the Automath project.

 Initiated by prof. N.G. de Bruijn, the project Automath (1967 
until the early 80’s) aimed at designing a language for 
expressing complete mathematical theories in such a way that a 
computer can verify the correctness. This project can be seen as 
the predecessor of type theoretical proof assistants such as the 
well known Nuprl and Coq.

Dick  de Bruijn
1918 - 2012
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A no te  on weak diamond p r o p e r t i e s .  

1 , In t roduc t ion .  Let  S be a  s e t  w i th  a  b ina ry  r e l a t i o n  >. We assume i t  

t o  s a t i s f y  x  > x  f o r  a l l  X E  S. We a r e  i n t e r e s t e d  i n  e s t a b l i s h i n g  a  

p rope r ty  CR (named a f t e r  i t s  re levance  f o r  t h e  Church-Rosser theorem 

of lambda ca l cu lus ,  c f .  [ I ] ) .  We say t h a t  x  - y  i f  x  > y o r  y  > x.  We 
* 

say  t h a t  x  > y i f  t h e r e  i s  a  f i n i t e  sequence x , ,  ..., x wi th  x=x > x > 
n 1 2 

> ... > xn=yY and a l s o  i f  x=y. We say t h a t  S s a t i s f i e s  CR i f  f o r  any 

sequence x l ,  ..., x wi th  
n  

* * 
t h e r e  e x i s t  an element X E  S with  both x  > z  and x  > z. 

1 n  

It i s  usua l  t o  say t h a t  (S ,> )  has  t he  diamond proper ty  (DP) i f  

f o r  a l l  x ,y ,z  w i t h  x  > y,  x > z  t h e r e  e x i s t s  a  w w i th  y  > w ,  z > w. 

where x > y i s  ind ica t ed  by a  l i n e  from x  downwards t o  y ,  e t c .  The l i t t l e  

c i r c l e s  around y  and z i l l u s t r a t e  t h e  l o g i c a l  s i t u a t i o n :  t he  diagram y& 

can be closed by Yt/Z . 
W 

It i s  no t  hard t o  show t h a t  DP impl ies  CR. A simple way t o  p re sen t  

a  proof i s  by counting " inversions" i n  sequences l i k e  x > x < x 
1 2 3 < X4> 

> x5 < x x7: i f  i < j  and x .  < x 
6 

X > X  
i + l Y  j j + l '  then  we say t h a t  t h e  

1 

p a i r  ( i , j )  forms an invers ion .  Appl ica t ions  of DP, l i k e  r ep l ac ing  x < 

* 3 X4 > 
> x5 by x3 > x4 < x decrease  t h e  number of invers ions .  Once a l l  in- 

5 ' 
ve r s ions  a r e  gone, w e  have e s t a b l i s h e d  CR. 

The fo l lowing  proper ty  WDP i s  weaker than  DP. It says:  " i f  x  > y 
1 

and x > z  then  w e x i s t s  such t h a t  y  >* .w and z  >* w". It i s  very  f r u s t r a t -  

ing  ina t temps  t o  prove t h e  Church-Rosser theorem f o r  va r ious  systems, t h a t  

WDP does no t  imply CR. A counterexample can be obtained by means of t he  
1 - 

fol lowing pi'cture (c f  . [ 21 p. 49) : 

X 
4 

Y4 

z 

1 
4 

e t c .  
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This  example a l s o  shows t h a t  CR n e i t h e r  fo l lows  from WDP2 where WDP 
2 

i s  s l i g h t l y  s t r o n g e r  than WDP and says:" if  x  > y  and x  > z then  w e x i s t s  
* * I 

such t h a t  y  > w and z > w and a t  l e a s t  one of y  > w and z > w". Stronger  

aga in  i s  WDP3, expressing:I t i f  x  > y  and x  > z then  w e x i s t s  such t h a t  y  >*  w 

and z > w." This  WDP3 does imply CR. Ac tua l ly  WDP3 impl ies  WDP4, which says: 
* * * * 

" i f  x  > y  and x  > z then  w e x i s t s  such t h a t  bo th  y > w and z > w." This  
* * 

WDP i s  t h e  DP f o r  (S, > ) ,  and t h e r e f o r e  impl ies  CR f o r  (S,> ) ,  and t h a t  
4  

i s  t h e  same th ing  a s  CR f o r  (S,  > ) .  The d e r i v a t i o n  of WDP4 from WDP i s  
3  

i l l u s t r a t e d  by t h e  fo l lowing  p i c t u r e  ( c f .  C29 p. 59) which speaks f o r  i t s e l f :  

I n  t h i s  no te  we go cons iderably  f u r t h e r .  In s t ead  of having j u s t  one 

r e l a t i o n  > we consider  a  s e t  of r e l a t i o n s  > where m i s  taken from an index 
m 

s e t  M. The i d e a  behind t h i s  i s  t h a t  i n  t h e  Church-Rosser theorem the  r e l a t i o n s  

r ep re sen t  lambda ca l cu lus  r educ t ions ;  t h e r e  may be r educ t ions  of va r ious  types ,  

and diamond p r o p e r t i e s  may depend on these  types .  It i s  our purpose t o  e s t a b l i s h  

weak diamond p r o p e r t i e s  which guarantee CR (where CR has t o  be  i n t e r p r e t e d  a s  i n  

s e c t i o n  4. 

2 .  The index s e t .  (My<) i s  a  well-ordered s e t .  That i s ,  t h e  o rde r  < i s  t o t a l  

( i . e .  i t  i s  t r a n s i t i v e ,  and f o r  a l l  m ,m we have e x a c t l y  one of m =m 
1 2  1 2' m l  < m2' 

m < m and t h e r e  a r e  no i n f i n i t e d e s c e n d i n g  cha ins  m > m 
2  1 ' 1 2  > m 3 >  " '  

Note t h a t  i n  M we do no t  have m < m y  i n  c o n s t r a s t  t o  what w i l l  be  assumed i n  S. 

There might be  use  f o r  ca ses  w i th  more genera l  (M; <), l i k e  p a r t i a l  o rde r  

w i th  descending cha in  condi t ion .  We s h a l l  no t  s tudy  such ex tens ions  i n  t h i s  note .  

3. The s e t  S w i th  i t s  o rde r  r e l a t i o n .  S i s  a  s e t ,  and f o r  each T E M  t h e r e  i s  a  

r e l a t i o n  > on S. The only t h i n g  we r e q u i r e  i s  t h a t  x  > x  f o r  a l l  x E  S  and a l l  
m m 

m E M .  

For a l l  mcM we now in t roduce  two f u r t h e r  r e l a t i o n s  > and > . We say t h a t  
m+ m- 

x  > y  i f  t h e r e  i s  a  f i n i t e  cha in  x=xO,x l ,  ... x  =y (poss ib ly  n=O x=y) and elem- 
m+ n 

e n t s  k ,  m y  ..., k  < m such t h a t  x  0 'kl x I >k2 
. . . > x  And we say t h a t  

n  k  n'  
n 
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x > y i f  t h e r e  i s  a  cha in  x=x 
0 >kl  

x I >k2 ... > x = y wi th  k  e m y  
m- k  n  

n  
1 

k < m .  Again t h i s  inc ludes  t h e  case  t h a t  n=O, x=y, even i n  t h e  case  t h a t  
n  

m i s  t h e  minimal element of M and no k  w i t h  k '  < m  e x i s t .  Note t h a t  i f  x  > m- y  

then  (x=y) v 3 
~ E M ~ I C  < m  'k+ 

4. The p r o p e r t i e s  CR(m). We w r i t e  x  - y if k c M  e x i s t s  wi th  k  < m and 
m 

x  > y o r  y  >k x.  We w r i t e  x  - y  i f  mcM e x i s t s  w i th  x  - y. I n  o t h e r  
k  m 

words, x  - y  means t h a t  k c M  e x i s t s  such t h a t  x  >k y  o r  y  >k x. 

Let  mcM. We say  t h a t  CR(m) holds  i f  f o r  every f i n i t e  sequence 

x  x  - . . . - x t h e r e  e x i s t s  z  such t h a t  bo th  x  >m+ z  and x > z. 
1 m  2 m  m n  1 n  m+ 

We say  t h a t  CR holds  i f  f o r  every f i n i t e  sequence x l U x 2  ...- x 
n  

t h e r e  e x i s t s  z  such t h a t  both x l  >m+ z a n d x  > Z f o r s o m e m .  
n  m+ 

Obviously CR i s  equ iva l en t  t o  V CR(m) . 
meM 

5. The b a s i c  diamond p r o p e r t i e s .  I f   EM, the  diamond proper ty  D 1 (m) i s  

def ined  by t h e  fol lowing diagram. 

D l  (m) : 

m+ 9;- 
m- 

This has  t o  be  read  a s  fo l lows  (and f u r t h e r  diagrams have t o  be i n t e r -  

p re ted  analogously: I f  x , y , z  a r e  such t h a t  x  >m y ,  x  > z ,  then  u,v,w e x i s t  
m 

such t h a t  

( so  on t h e  l e f t  we have a  cha in  from y  t o  w w i th  a l l  l i n k s  5 m; on the  r i g h t  

we have a  cha in  from z  t o  w wi th  a l l  l i n k s  I m bu t  w i th  a t  most one = m). 

Note t h a t  Dl(m) i s  a  g e n e r a l i z a t i o n  of WDP and not  of WDP ( s e e  s e c t i o n  
3 - 2 

1 ) .  We g e t  WDP a s  a  s p e c i a l  case  of D (m) i f  m i s  t h e  minimal element of M 
3 1 

and i f  > i s  j u s t  w r i t t e n  a s  > . 
m 

The second diamond proper ty  t o  be considered depends on two elements m,k 

of M ,  w i t h  k < m. I t s  diagram i s  

32



6. Some a u x i l i a r y  diamond p r o p e r t i e s .  We in t end  t o  show t h a t  Dl(m) and 

D,(m,k) ( f o r  a l l  m,k wi th  k  <m)  lead  t o  CR. In  order  t o  achieve t h i s  
L 

we formulate  a  number of diamond p r o p e r t i e s  t h a t  w i l l  p lay  a  r81e i n  t he  

The diagrams D and D w i l l  p l ay  t h e i r  r81e only i f  k  < m, and D only i f  
3 7 4 

h < k' < m ,  1 r m. 33
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not decreasing

decreasing
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decreasing 
e.d. 

decreasing diagram 
obtained by IH

decreasing diagram 
obtained by IH

I II

III

! "

# #'

!' "'

$

Figure 1.25: Inductive proof of Decreasing Diagram Theorem

Let us give this final argument a bit more explicitly. See Fig. 1.25. To be
done...

1.2.14. THEOREM. (De Bruijn - Van Oostrom) Every ARS with reduction re-
lations indexed by a well-founded partial order I, and satisfying the decreasing
criterion for its e.d.’s, is confluent.

1.2.15. REMARK. The unpublished note De Bruijn [78] is the first appear-
ance of this theorem. There an asymmetrical version of the notion of de-
creasing elementary diagram is given. The notion of ’decreasing’ as pre-
sented in this section was not present there and appears in Van Oostrom
[94, 94a]. In Bezem et al. [96] the theorem is proved using the notion of
’trace-decreasing’ which is slightly stronger than decreasing.

1.2.16. REMARK. The question arises how strong this method of decreasing
diagrams is. In a way, it is best possible, at least for countable ARSs, since
there is the following ’completeness’ result: Define an ARS A to have the
property DCR (decreasing Church-Rosser), if there is an indexed ARS A =
�A, (��)��I⇥ with rewrite relations (��)��I, such that A has decreasing
e.d.’s with respect to some well-founded order on I, and such that the union
of the rewrite relations a is . So we have seen above that DCR ⇤ CR. Now
we have:

1.2.17. THEOREM. (Van Oostrom [94]. For countable ARSs: DCR ⇥⇤ CR.

The proof, also present in Bezem et al. [96], employs the fact mentioned
in chapter 1: CR ⇥⇤ CP for countable ARSs. It seems to be a difficult
exercise to establish the (conjectured) result that the condition ’countable’
is necessary.
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Decreasing Diagrams
de Bruijn-van Oostrom

Newman’s Lemma

Huet’s Strong 
Confluence 
Lemma  

Winkler-Buchberger

Hindley-Rosen

Request Lemma 
Staples

Winkler-Buchberger
extended

Barthes

Yokouchi

Relative termination
Geser-Klop
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3.6 Decreasing diagrams 59

t

...

F(t)

F2(t)

F3(t)

t 0

G(t)

Fig. 3.12: cofinality.

3.5.1 Cofinality lemma

3.5.2 More abstract lemma’s

3.6 Decreasing diagrams

In this section we present a powerful criterion for confluence of abstract rewrit-
ing. The method, developed by De Bruijn [dB78] and van Oostrom [vO94b, vO94a]
and called ’confluence by decreasing diagrams’, generalizes several well-known
confluence criteria for abstract rewriting such as the Lemma of Hindley and Rosen,
Huet’s Strong Confluence lemma, Newman’s Lemma, the ’request’ lemma’s of Sta-
ples, the relative termination lemma of Geser (see the exercises at the end of the
preceding chapter). For these applications we refer to van Oostrom [vO94b, vO94a].

The method was prepared by an unpublished note of De Bruijn [dB78] containing
the following asymmetrical version of the notion of decreasing elementary diagram,
as shown in Figure 3.13, with an intricate inductive proof. Recall that for ARSs
A = (A,(⇥�)�⇤I), we write ⇥ as shorthand for

�
�⇤I ⇥� .

Theorem 3.3 (Decreasing Diagrams – De Bruijn). Let A = (A,(⇥�)�⇤I) be an
ARS with reduction relations indexed by a well-founded total order (I,>). If for
every peak c �⇥ a ⇥� b there exists an elementary diagram joining this peak of
one of the forms in Figure 3.13, then ⇥ is confluent.

Van Oostrom [vO94b, vO94a] presents a novel proof, and derives the follow-
ing symmetrical version of decreasing elementary diagrams that allows for partial
orders >, see Figure 3.14.

Theorem 3.4 (Decreasing Diagrams – Van Oostrom). Let A = (A,(⇥�)�⇤I) be
an ARS with reduction relations indexed by a well-founded partial order (I,>). An
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Fig. 3.13: De Bruijn’s asymmetrical decreasing elementary diagrams.

elementary diagram is called decreasing if it is of the form displayed in Figure 3.14.
If for every peak c ⇧⇥ a ⌃� b there exists a decreasing elementary diagram joining
this peak, then ⌃ is confluent.

a b

c d

a

b

< a

b or ⌘

< a or < b

< b a or ⌘ < a
or < b

Fig. 3.14: Decreasing elementary diagram.

Remark 3.3. The unpublished note De Bruijn [dB78] is the first appearance of this
theorem. There an asymmetrical version of the notion of decreasing elementary di-
agram is given, as shown in Figure 3.13. These diagrams were adapted in van Oost-
rom [vO94b, vO94a] to the version shown in Figure 3.14 where > is a partial order.

Both versions of decreasing diagrams are essentially equivalent. The version of
De Bruijn implies the version of van Oostrom as follows: let A = (A,(⌃�)�⌥I)
and (I,>) as in Theorem 3.4. By the order-extension principle, > is embedded in
some total order ⌅. Let us consider a peak c ⇧⇥ a ⌃� b. We distinguish:

• For ⇥ ⇤ � , �⇤� ·⌃�
⇥ ·�⇤� �⇤⇥ ⇥�⇤� and �⇤� �⇤⇥ ⇥�⇤� . Then the dia-

gram in Figure 3.14 is an instance of Figure 3.13 (right).
• The case � ⇤ ⇥ is symmetrical, then the the diagram in Figure 3.13 is flipped.
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• For � = ⇥ , �⇧� ·⌥�⇥ ·�⇧�↵⇧⇥ ⇥�⌅� , �⇧⇥ =�⇧� and �⇧�↵⇧⇥ =�⇧� .
Then the diagram in Figure 3.14 is an instance of Figure 3.13 (left).

Hence A with (I,⌃) is decreasing in the sense of De Bruijn, and A is confluent.
We remark that instead of the application of the order-extension principle we could
have switched the index set from I to the order type of I, then replacing indexes i⌦ I
by their order type.

The version of van Oostrom also implies the version of De Bruijn. This fact is
not immediate as the right side �⇤� of the diagram in Figure 3.13 (left) allows for a
splitting of steps without a decrease of the index. For the proof we refer to [vO94b,
vO94a], it is based on the idea of distinguishing vertical and horizontal steps where
the horizontal one are slightly lower in the order.

Remark 3.4. In Bezem, Klop & van Oostrom [BKvO98] the theorem is proved using
the notion of ’trace-decreasing’ which is slightly stronger than decreasing.

Definition 3.3. An ARS A =(A,⌥) is said to be decreasing Church-Rosser (DCR),
if there is an indexed ARS B = �A,(⌥�)�⌦I� and a well-founded order > on I such
that B has decreasing elementary diagrams with respect to >, and⌥=

�
�⌦I ⌥� .

We have seen above that DCR�CR. The question arises how strong this method
of decreasing diagrams is. In a way, it is best possible, at least for countable ARSs,
since there is the following ’completeness’ result:

Theorem 3.5 (van Oostrom [vO94b]). For countable ARSs: DCR  CR.

The proof, also present in Bezem, Klop & van Oostrom [BKvO98], employs
the fact mentioned in chapter 1: CR  CP for countable ARSs. It seems to be a
difficult exercise to establish the (conjectured) result that the condition ’countable’
is necessary.

Exercise 3.2. (Research Question) The first appearance due to N.G. de Bruijn of the
decreasing diagram theorem used an asymmetrical version, as in Figure 3.13. His
proof is an unpublished note available in the Automath repository

http://www.win.tue.nl/automath/
A note on weak diamond properties
Author: N.G. de Bruijn
Printed: Memorandum 1978-08
Publishing date: August 1978
Publishing location: Department of Mathematics, Eindhoven University of Tech-

nology
Pages: 9, AUT057 (number in Automath repository)

(i) Show that the theorem for the symmetrical decreasing e.d.’s follows easily from
the one in this book (Theorem xx) using the symmetrical notion.

(ii) The original proof by De Bruijn employs a complicated nested induction. Is it
possible to give an analogous inductive proof for the case of decreasing dia-
grams (the symmetrical notion) as found by Van Oostrom?
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dihedral group D4

Chapter 4
Word rewriting

Todo: The abba exercise; in fact this is an example by Dershowitz and Jouannaud, beginning
of their Handbook chapter in van Leeuwen. But the example recurs in ILPO examples. A very
nice exercise is one that I used in TRS2005, about symmetries of the square. This is known as the
dihedral group D4. A beautiful figure can be made , namely its Cailey diagram.

4.0.2 A simple example

Exercise 4.1. (Symmetries of the square: the dihedral group D4)
We consider an example of a SRS where the letters and the words have a semantical meaning.

Given is a square in the plane, with numbered corners. Think of this square as a solid object, made
of cardboard, lying on the plane. A symmetry is a map (transformation) mapping the object onto
itself.

In the words of the famous mathematician Hermann Weyl:

An object is said to be symmetrical if one can subject it to a certain operation and it appears
exactly the same after the operation as before. Any such operation is called a symmetry of
the object.

For instance, the horizontal mirroring is such a symmetry. On the other hand, a rotation over
� ⇥

4 , counter-clockwise, is not a symmetry.

(i) In total there are 8 symmetries. Check this, and write them in the notation of the figures.
(ii) They can be generated by the following two: F : (flip diagonally), with respect to the main

diagonal, and R: (rotate over ⇥
2 , clockwise).

With F and R we can form words such as RFRR, meaning: rotate, flip, rotate, rotate). The
F,R-words can be rewritten, thus simplifying them, using the following rules

FF ⇥ �
RRRR ⇥ �
FR ⇥ RRRF

where � stands for the empty word, with the meaning ’do nothing’, i.e. the identity transfor-
mation.

81

is a complete TRS for this equality,
thus solving its word problem
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Other presentations of D4

4 Word rewriting 83
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Fig. 4.2: Dihedral group D4: symmetries of the square.

Exercise 4.2. (i) Give another presentation of this group, and perform the analo-
gous rewrite analysis.

(ii) Draw the Cayley diagram for this group.

Exercise 4.3. The quaternion group of order eight is described via the generators
a,b with relations {a4 = 1,b2 = a2,ba = a�1b}. Give a rewrite analysis of this
group, i.e. find a rewrite system that is SN and CR, describing the group, analogous
to the dihedral group D4 above.

Exercise 4.4. (Research Question) How universal are Tietze transformations?
They pertain not only to monoids and groups, but are also useful for some other

kinds of algebras as a quick literature search shows. Are they even ’universal’ in the
sense of Universal Algebra (cite Grätzer). More precisely:

(i) Given a first-order signature � , and corresponding � -algebras A and B. Just
as for monoids in the discussion of Tietze-moves as above, we require that they
are finitely presented, in analogy with the case of monoids above. For such � -
algebras we can define Tietze moves just as for monoids, with the extra freedom
of using general new n-ary function symbols for introducing abbreviations as in
the third Tietze move. The question is whether it is true that

A ⇥ B ⇤ A ⇥�Tietze B

where A ⇥�Tietze B consists of a transformation using Tietze-moves of the pre-
sentation of A into that of B?
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a b c
d

abc
dabca

=

a b c
d

abc
dabca

=

a b c

=

free idempotent monoid: xx → x

84 4 Word rewriting

(ii) If the above does not hold in full ’universality’, are there suitable additional
assumptions that do yield the equivalence above?

4

Todo: Mention thm Barendregt-Dezani-Klop, that every recursive applicative structure, even
more general , see exercise chapter 6 in Bar84. Note, that refers to application; not composition,
which sometimes more natural; see Bar84 on combinatory groups.

Todo: mention the chain of notions: magma - monoid - semi-group - group - ring - field.

4.0.3 Infinite word rewriting: two examples for later

Todo: insert from our toyama paper the 1111, and omega 1111 ARS, both not CR.

Exercise 4.5. (Research Question) Here is a nice problem cluster that interfaces
between pure mathematics and theoretical computer science, in particular rewrite
’technology’, Knuth-Bendix completion, confluence and termination techniques.

We consider finite words over some alphabet of more than letter. The empty word
is denoted by � .

(i) Prove that the rewrite rule xx ⇤ � is not CR.
(ii) Prove that the rewrite rule xx ⇤ x is not CR.

(iii) How about the rule x3 ⇤ x, (cubes) or more general, the rules xn ⇤ xm? And
how about SN?

(iv) How about CR and SN for rules of the form wxx ⇤ x? (For some fixed word w.)
(v) Or even more general, how about CR and SN for the polynomial rules of the

form

w0 xk0
0 w1 xk1

1 . . . wn�1 xkn�1
n�1 wn ⇤ v0 xl0

0 v1 xl1
1 . . . vn�1 xln�1

n�1 vn

Remark 4.1. (i) Solution of (1):

c ⇥ ccaca ⇤ aca

(ii) Solutions of (2) by Vincent van Oostrom:

dabcabc ⇥ (dabca)(dabca)bc = dabcad(abc)(abc)⇤ dabcadabc

(See Figure 4.3.)
Another solution:

cabacab ⇥ cabac(ab)(ab) = (caba)(caba)b ⇤ cabab ⇤ cab

(See Figure 4.4.)
(iii) Another counterexample to CR for the rule xx ⇤ x is contained in ’Combina-

torics on Words’ by M. Lothaire, Cambridge University Press, 1997, on page

by Vincent van Oostrom
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NOTES 87

i, j there is at least one tile. Is CR decidable, i.e. is it decidable whether diagram
construction using these tiles succeeds always or may fail in an infinite regress?

(iii) And for the case n = 1? Note that we can formulate this CR-problem as a ter-
mination problem, as follows: an e.d. with left side v, upper side h, right side
vv and lower side hh, yields the string rewrite rule vh ⇤ hhvv. And for the e.d.
as before with empty right side, we have the rule vh ⇤ hh. We can distinguish
here the one rule termination problem vh ⇤ hnvm (easy), and the case of more
rules. Investigate also the decidability of WN for such SRSs with ’vh-rules’.

Remark 4.2. (i) H. Zantema and A. Geser
A complete characterization of termination of 0p1q ⇤ 1r0s, Applicable Algebra
in Engineering, Communication and Computing, Vol.11, Number 1, 2000, p.1–
25.
have obtained the following result:
the one-rule SRS 0p1q ⇤ 1r0s terminates if and only if

(a) p ⇥ s or q ⇥ r or
(b) p < s < 2p and q < r and q is not a divisor of r or

q < r < 2q and p < s and p is not a divisor of s.

(ii) Dershowitz Open.Closed.Open has an informative discussion of the one-rule
termination problem for SRSs. It is mentioned there that Senizergues, Kobayashi
and xxx have extended the result in (i) by considering rules of the form
0p1q ⇤ w where w ⇧ {0,1}�. (Question of jw: is this a regular language? Is
the Zantema-Geser language regular? Would be nice to write it that way then.

Notes

4To this exercise we now have a satisfactory answer, found by Vincent van Oostrom, personal
communication June 2012. He gives a definition of ’finitely presented algebra’ as follows.
There are constants (’generators’),and n-ary function symbols; they generate from these con-
stants the closed terms. Then there are finitely many equations E, possibly open, such as asso-
ciativity, commutativity of a binary operator. On top of that, there are equations F between the
closed terms, (’constraints’), such as an equation aba = bab. Now the objects of the algebra
are the closed terms modulo E⌃F . Van Oostrom gives several examples, monoids, groups and
a few more. Now we can easily define Tietze moves as for monoids in the book Book-Otto,
String-rewrite systems. And these pertain just as well to the present class of finitely presented
algebras. Moreover: also the theorem generalizes, stating that two E-algebras are isomorphic
⌅ there is a transformation between them via Tietze moves of the presentation F of the one
into the presentation F of the other. (The set E is a priori, and is not mentioned in the presen-
tation.) And the word problem is preserved by each Tietze move; so it only depends from the
algebra itself, its isomorphism class, not its actual representation F .
Note that the restrictions above are necessary. (But maybe they can be relaxed in some re-
spects?) For instance, the very notion of monoid can be defined in two very different ways:
one based on constants (generators), a,b,c, . . . together with the binary composition oper-
ator, and the equation requiring associativity, and some equations between ground terms,
such as aba = bab. This is in the format as above. The other is via unary function symbols

Zantema-Geser: does the rule 0011 → 111000 terminate?

(so, does it terminate?)



a b c d
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Veraindrung der Coordiniz

a 1 1 2+ i 3+ i 2+2i 2+2i
b 2 2 1 1 1 1

c 3 4 4 4 4 3

d 4 3+ i 3+ i 2+2i 3+2i 4+3i
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from the Notebook of Gauss
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notation of Braids



Girl with two braids
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braiding problem
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Artin’s braid equations
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braid equations as e.d.’s



elementary diagrams for confluence problem in braid semi-group
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aba = bab and the need for signature extension

Kapur-Narendran 1985:
the monoid aba=bab has decidable 
equality (word problem), but there is 
no complete SRS generating this 
equality, like for D4.

However, with extra symbols 
(signature extension) there is.
ab = c, ca = bc.
After completion: 
ab=c, ca=bc, bcb=cc, ccb=acc.
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Equality given by E = {aba =bab} on a,b-words is
decidable, as each E-equivalence class is finite, because applying E preserves 
length.
Can we implement the decidability by a complete TRS R such that 

nf(w) ≡?

⇔

nf(v)

     w     =R     vw =E v

NO!

aba        =E       bab  
=R

u, in E-equivalence class of aba and bab, must be either aba or bab. In both 
case R is cyclic, hence not SN.

RR

=E
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Another SRS with this phenomenon 
is abba = e, defining even a group.

Question: what signature extension plus 
equations would admit a complete TRS?

Same question for: E = {f(x,y) = f(y,x)}, 
generator o.
Closed terms are finite commutative trees; 
decidable equality, but no complete TRS in 
same signature.
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46 2 Preliminaries: some tools of the trade

Theorem 2.14 ((Bergstra & Tucker (80)). Let A be a minimal ⇥ -algebra, ⇥ a
finite signature. Then the following are equivalent:

(i) A is a computable algebra;
(ii) there is an extension of ⇥ to a finite � , obtained by adding some function and

constant symbols, and there is a complete TRS (� ,R) such that

A ⇥ I(� ,R=) |⇥ .

The idea of the proof is as follows. If the algebra is decidable, then there exists
a Turing machine M deciding the equality =A given as input the polish notation
of two terms. Let t1, t2, t3, . . . be a computable enumeration of the polish notation
of all terms from Ter(⇥ ,�). Then, we can extend M to a machine M⌃ that takes as
input a term t in polish notation, enumerates t1, t2, . . ., and ‘returns’ as output the
first term ti that is equal to t. Here returns means that the machine halts with its
head positioned on the first symbol of the polish notation of ti on the tape. Then two
terms s, t are equal in the algebra if and only if M⌃ returns the same representative
of their equivalence class. Based on the TRS encoding of M⌃ derived from Defini-
tion ??, we construct a complete TRS (� ,R) that for every term t ⌥ Ter(⇥ ,�) has
this representative as unique normal form, and thereby deciding the equality of A .

Proof (Proof Sketch). The direction (ii) ⇧ (i) is immediate. For (i) ⇧ (ii), let A
be computable algebra over signature ⇥ . We define a complete TRS (� ,R), ⇥ ⇤ � ,
such that the terms Ter(⇥ ,�) are equal in the algebra if and only if they have the
same normal form with respect to R. Note that, the terms Ter(⇥ ,�) should not be
normal forms themselves, but they rewrite to a normal form that uniquely represents
their equivalence class. For this reason, we slightly adapt the conversion of terms to
polish notation from Definition 2.17 in such a way that the back-conversion employs
another output alphabet, and the terms over this alphabet are normal forms.

For convenience, assume that the symbols in ⇥ are of the form a1,b1, f1,g1, . . .
(having subscript 1). We define the signature is ⇥̂ = ⇥1 �⇥2 �⇥ ⌃ � {pol, pol ,�, ·}
where ⇥1 = ⇥ , ⇥2 = {f2 | f1 ⌥ ⇥}, and ⇥ ⌃ = {f ⌃ | f1 ⌥ ⇥}. The idea is that the normal
forms of terms Ter(⇥1,�) terms will be terms Ter(⇥2,�). We use Definition 2.17
for the conversion to and from polish notation; we define the TRS (⇥̂ ,P) by:

pol(f2(x1, . . . ,xar(f)))⌅ f ⌃(�) ·pol(x1) ·pol(x2) · . . . ·pol(xar(fi)) for f2 ⌥ ⇥2

pol (f ⌃(x))⌅ f2( pol (x), pol (⇤ (x)), . . . , pol (⇤ ar(f2)�1(x))) for f ⌃ ⌥ ⇥ ⌃

and unchanged, as before for f ⌃ ⌥ ⇥ ⌃:

f ⌃(x) · y ⌅ f ⌃(x · y) � · y ⌅ y ⇤ (f ⌃(x))⌅ ⇤ ar(f)(x)

Note thatpol and pol work on the alphabet ⇥2.
Let M⌃ (as describe in the paragraph above this proof) be a Turing machine that

given a term in polish notation, computes a unique representative of its equivalence
class. By [Her71] we may assume that M⌃ terminates on all configurations (called

In algebraic data type theory / universal algebra similar: if the 
equality is decidable, a signature extension yields a complete 
orthogonal TRS for it. (Hidden sorts and functions.)
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Remarkably, the word problem for 
monoids is not dependent on the 
actual presentation.

Shown by Tietze transformation 
rules.

The same holds for a large class of 
Sigma-algebras. 
(Pers. comm. by V. van Oostrom, June 2012.

Another solution by Burckel-Riviere 2001:
1* → *1,
212* → 12*1
2122 → 1212
1211 → 2121



= =
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axioms in Frobenius algebras
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Pachner moves: for transforming
different triangulations of topological surfaces 
into each other  
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given DNA-string

transform it 
to

using

but avoid
BSE virus
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Reidemeister moves

Reidemeister moves to transform knots into each other
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Fig. 5.9: Overlapping redex patterns and their unification.
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Fig. 5.10: Overlapping redex patterns and their unification.

absence. Also the definition of weakly orthogonal TRSs presupposes the notion of
critical pairs. So a good understanding of critical pairs is important. The formal
definition is somewhat complicated, and we will not repeat it here, but refer to the
standard reference works. Instead, we will define the notion by an example.

Example 5.9. Consider the following two reduction rules. Inspection shows that
their lefthand-sides, so their patterns, display a partial overlap. Figure xx shows
how the patterns of r1 and r2 can be superimposed. It is helpful to picture two old-
fashioned slides or transparencies, and move these so that the maximum overlap is
established.

r1 : F(C,H(0,L(x))) � L(x)
r2 : H(y,L(1)) � H(y,y)

The term arising from this superposition, F(C,H(0,L(1))), is now subject to two
rewritings, as follows.
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F(C,H(0,L(1))) ⇥r1 L(1)
F(C,H(0,L(1))) ⇥r2 F(C,H(0,0))

Now ⌅L(1),F(C,H(0,0))⇧ is the critical pair generated by this overlapping be-
tween r1 and r2.

Definition 5.6. A critical pair ⌅s, t⇧ is trivial if s � t.

Example 5.10. Consider in Table xx the TRS for integers with addition, 0, successor
S and predecessor P. There are three trivial critical pairs: ⌅0,0⇧, ⌅S(x),S(x)⇧ and
⌅P(x),P(x)⇧.

Let us mention an important theorem about critical pairs:

Theorem 5.3. (Huet [Hue80]) A TRS is weakly confluent iff all its critical pairs
⌅s, t⇧ are convergent, i.e. s ⇤ t, in words: s and t have a common reduct.

x+0 ⇥ x (mod 1)
x ·0 ⇥ 0 (mod 2)

x+S(y)⇥ S(x+ y) (mod 4)
S(S(x))⇥ x (mod 5)
x ·S(y)⇥ x+(x · y) (mod 6)

x+(x+(x · y))⇥ x · y (mod 7)
x+ x ⇥ 0 (mod 8)

S(x)+ x ⇥ S(0) (mod 10)

Fig. 5.11: Arithmetic modulo 2.

Exercise 5.3. (i) Show that the rule S(S(x) ⇥ 0 is generated by the completion.
This is an ’inductive theorem’, i.e, an equation valid in the intial model of the
specification.

(ii) Show that this equation is not derivable from the equational specification of just
the AMSO TRS.

Todo: include the modulo2 figure in text, not as picture
Todo: comment in the text tyat the AMSO mod2 TRS has also a very different interpretation,

namely as logical operators, with SS(x)) becoming non-non(x) = x. See the following figure.
Todo: Make the table with the PS-rules as in the following figure.
(Since this specification is intended to be symmetrical with respect to permuting

S and P one might expect also the equations S(P(x) = x and P(x)+ y = P(x+ y) to
be included in E. Actually these equations are derivable.)

We will now perform an ’intuition guided’ completion of E. First let us adopt as
rewrite rules all equations from E, oriented from left to right. This yields rules (1 -
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(a) Disjoint redexes (b) Nested redexes

(c) Overlapping redexes (d) Non-left-linear redexes

Fig. 5.8: Handbook-lechenadecfiguur.

F(C,H(0,L(1))) ⇥r1 L(1)
F(C,H(0,L(1))) ⇥r2 F(C,H(0,0))

Now ⇤L(1),F(C,H(0,0))⌅ is the critical pair generated by this overlapping be-
tween r1 and r2.

Definition 5.5. A critical pair ⇤s, t⌅ is trivial if s � t.

Example 5.8. Consider in Table xx the TRS for integers with addition, 0, successor
S and predecessor P. There are three trivial critical pairs: ⇤0,0⌅, ⇤S(x),S(x)⌅ and
⇤P(x),P(x)⌅.

In this book we will not have much to do with critical pairs. Yet, the definition
of orthogonal TRSs rests upon the notion of critical pairs, namely by stating their
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Exercise 5.3. (i) Show that the rule S(S(x) ⇥ 0 is generated by the completion.
This is an ’inductive theorem’, i.e, an equation valid in the intial model of the
specification.

(ii) Show that this equation is not derivable from the equational specification of just
the AMSO TRS.

Todo: include the modulo2 figure in text, not as picture
Todo: comment in the text tyat the AMSO mod2 TRS has also a very different interpretation,

namely as logical operators, with SS(x)) becoming non-non(x) = x. See the following figure.
Todo: Make the table with the PS-rules as in the following figure.
(Since this specification is intended to be symmetrical with respect to permuting

S and P one might expect also the equations S(P(x) = x and P(x)+ y = P(x+ y) to
be included in E. Actually these equations are derivable.)

We will now perform an ’intuition guided’ completion of E. First let us adopt as
rewrite rules all equations from E, oriented from left to right. This yields rules (1 -



CR

WCR1

CR= NF UN UN!

&WCR SN WN

&



t

s1

s2



108 5 Term rewriting

M(x,0) ! 0
M(x,S(y)) ! A(M(x,y),x)

D = R1

R2
F(0) ! 0
F(S(x)) ! A(F(x),S(x))

A(x,0)  ! x
A(x,S(y)) ! S(A(x,y))

Fig. 5.17: Two TRSs with shared constructors.

Exercise 5.6 (Middeldorp(90)).

(i) Let R be a TRS. For t ⇧ Ter(R), [t] denotes the equivalence class of t with respect to convert-
ibility in R:
[t] = {t ⌅ | t =R t ⌅}. Further, V(t) is the set of variables occurring in t. EV(t) is the set of essential
variables of t, defined as: ⌥t ⌅⇧[t]V (t ⌅).

(a) Now let t(x,y) be a term with essential variables x = x1, . . . ,xn and non-essential vari-
ables y = y1, . . . ,ym. Prove that for arbitrary terms s = s1, . . . ,sm we have t(x,s) =R
t(x,y).

(b) Let R have the property UN (unique normal forms). Show that a normal form has only
essential variables.

(c) Let R contain aground term (i.e., R contains a constant symbol).Show that every convert-
ibility class[t] contains a term s having only essential variables.

(d) Let R have the property UN and contain a ground term. Show that there is a choice
function ⇥ from
{[t] | t ⇧ Ter(R)} to Ter(R), selecting from each equivalence class [t] a term such that

(a) ⇥([t]) ⇧ [t];
(b) if [t] contains a normal form t ⌅, then �([t])⇥ t ⌅;
(c) ⇥([t]) contains only essential variables.

(ii) LEMMA. Let R be a TRS with property UN and containing a ground term. Then R can be
extended to a confluent TRS R⌅ with the same alphabet, the same convertibility and the same
normal forms.
Prove the lemma by considering R⌅, originating from R by adding the set of reduction rules
{t ⇤ ⇥([t]) | t ⇧ Ter(R) & t ⌃⇥ ⇥([t])}. (Note that the t ⇤ ⇥([t]) are added as reduction rules,
not merely as reduction steps.)

(iii) LEMMA. Let R be a TRS with property UN. Then R can be extended to a confluent TRS R⌅

with the same convertibility and the same normal forms.
Prove the lemma as follows: in case R contains a constant, (5) applies; if not, we add a constant
C and a rule C ⇤C to yield R⌅⌅. Now apply (5) on R⌅⌅.

Exercise 5.7 (Middeldorp (90)). Let R1,R2 be disjoint TRSs, both having the property UN. Show
that

R1 �R2 has property UN.
(Proof sketch: Use the previous exercise to extend Ri to Ri’ such that Ri’ is confluent and has
the same convertibility and the same normal forms as Ri(i = 1,2). Moreover, R1’ and R2’ can be
taken disjoint from each other. By Toyama’s theorem (2.1.8.2)R⌅

1 �R⌅
2 is confluent, and hence also

UN. Now consider t, t ⌅ ⇧ Ter(R1 �R2) such that t,t’ are normal forms and convertible in R1 �R2.



4. term rewriting: divide et impera; termination by stars
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A(x, 0)→ x
A(x, S(y)) → S(A(x, y))
M(x, 0) → 0
M(x, S(y)) → A(M(x, y), x)

Grassmann 1861, Dedekind 1888 

12



A(x, 0)→ x
A(x, S(y)) → S(A(x, y))
M(x, 0) → 0
M(x, S(y)) → A(M(x, y), x)

M
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left linear 
non-overlapping rules
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and no repeated variables
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1924. "Über die Bausteine der mathematischen Logik"

Moses Schönfinkel
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Combinatory Logic

Ix →  x

Kxy → x

Sxyz → xz(yz)

orthogonal, hence confluent
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ITuring complete



Alonzo Church
1903- 1995

At  the time of his death, Church was 
widely regarded as the greatest living 
logician in the  world
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Lambda Calculus

Turing complete

(λx.Z(x))Y → Z(Y)
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pure 3-cycleur-cycle

(λx.xx)(λx.xx)

Not in CL!
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M.H. Sorensen:

λ-term has infinite reduction ⇒ 
(λx.xx)(λx.xx) is a subword

(λxy.y(xxy))(λxy.y(xxy)) 



The TRS of S-terms, fragment of CL
was another favourite passtime

• is not SN: SSS(SSS)(SSS) has 
infinite reduction (Barendregt earns 
25 guilders)

• has no cycles (Bergstra)

• is top terminating (Waldmann)
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F(x) → P(x, F(S(x)))
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F(x) → P(x, F(S(x)))



6

Cauchy converging reduction sequence: activity may occur everywhere

Strongly converging reduction sequence, with descendant relations
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0 w2

convergence of depths towards w2



Ordinals ω2 and ω3 embedded in the reals, order-respecting. 

Exercise: which ordinals can be embedded in the real 
segment [0,1]?
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construction case, namely the formation of a sequence t0 : t1 : t2 : . . . . We also em-
ploy the familiar definition borrowed from functional programming for the natural
numbers, i.e. ⇤ .

Ordinal arithmetic is not so simple. For instance, identities such as the following
three are at first sight not at all obvious.1

(i) (⇤⇤ ·2+⇤3 ·4+⇤2)+(⇤3 ·3+⇤2 ·2+1) = ⇤⇤ ·2+⇤3 ·7+⇤2 ·2+1
(ii) (⇤6 ·3+⇤2 ·4+2)+(⇤4 ·5+⇤2) = ⇤6 ·3+⇤4 ·5+⇤2

(iii) (⇤⇤+2 ·3+⇤⇤ +⇤ +7) ·(⇤⇤+1 ·2+⇤⇤ +3) = ⇤⇤·2+1 ·2+⇤⇤·2+⇤⇤+2 ·9+
⇤⇤ +⇤ +7

Example 22.3. (i) ⇤ +1 = ⇤ +S(0) = S(⇤ +0) = S(⇤) = S(0 : 1 : 2 : 3 : . . .)
(ii) 1+⇤ = 1+(0 : 1 : 2 : 3 : . . .) = (1+ 0 : 1+ 1 : 1+ 2 : . . .) = (1 : 2 : 3 : . . .) =

(0 : 1 : 2 : 3 : . . .) = ⇤ . So 1+⇤ = ⇤ �= ⇤ +1, as we should have.
(iii) 2⇤ = 2(0:1:2:3:...) = 20 : 21 : 22 : 23 : · · ·= 1 : 2 : 4 : 8 : . . . ;

3⇤ = 3(0:1:2:3:...) = 30 : 31 : 32 : 33 : · · ·= 1 : 3 : 9 : 27 : · · ·= 1 : 2 : 4 : 8 : . . . , so
indeed 2⇤ = 3⇤ = ⇤ .

Example 22.4. (i) ⇤2 = ⇤ · (0 : 1 : 2 : 3 : . . .) = (⇤ ·0 : ⇤ ·1 : ⇤ ·2 : . . .) = (0 : ⇤ :
⇤ ·2 : . . .)

(ii) ⇤+⇤2 =(⇤+0 : ⇤+⇤ : ⇤+⇤ ·2 : ⇤+⇤ ·3 : . . .)= (⇤ : ⇤ ·2 : ⇤ ·3 : . . .)=⇤2

(iii) For B(⇤,⇤,⇤) we calculate that B(⇤,⇤,⇤) = ⇤B(⇤,⇤,⇤). Does that mean that
B(⇤,⇤,⇤) is ⇥0?

Ter(D)
[   ]

[   ]normal 
form

OT

graph

squeeze collaps trans

!

Fig. 22.5: Relating ordinal expressions, tree ordinals, real ordinals.

Figure ?? describes the relationship between the tree ordinals and the real ordi-
nals in some detail. The (finite) terms from the TRS D are directly interpreted as

1 The Dedekind TRS for A,M,E,B is certainly not meant to perform such calculations—for a TRS
that does perform such calculations, see Castlan [xx], Oudshoorn [xx]. The difference is analogous
to performing natural number arithmetic either in de decimal system, or in the unary system. Work-
ing as in the three equations above with Cantor normal forms, compares to the decimal system; we
are at present concerned with the unary system, with different intentions.
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But if you don’t like ordinals, there is for 
orthogonal TRSs the Compression Lemma:

every reduction of length α can be compressed 
to ω or less.

use dove-tailing
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Every countable ordinal can be the 
length of an infinite reduction. Consider  
the TRS
{c → f(a, c) and a → b}

f
fa

a f
fa

a



finite reduction strongly convergent reduction

infinite reduction divergent reduction

(poss. infinite) normal form

CR: finite coinitial reductions 
can be joined

CR∞: infinite coinitial 
reductions can be joined

UN: coinitial reductions to nf 
end in same nf

UN∞: coinitial reductions to nf 
end in same nf

SN: there are no infinite 
reductions

SN∞: there are no divergent 
reductions

WN: there is a reduction to nf WN∞: there is a reduction to nf

finitary rewriting infinitary rewriting

normal form

35
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How to define  SN∞ and  WN∞?

WN∞ is easy: There is a possibly infinite 
reduction to the possibly infinite normal form.

SN∞ : all reductions will eventually terminate in 
the normal form. The only way such a reduction 
could fail to reach a normal form, is that it 
stagnates at some point in the tree which is 
developing, for infinitely many steps. Then no limit 
can be taken. 
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Good and bad reductions. In ordinary rewriting 
the finite reductions are good, they have an end 
point, and the infinite ones are bad, they have no 
end point.

Same in infinitary rewriting. The good reductions 
are the ones that are strongly convergent, they 
have an end point. E.g. 
a → b(a) reaches after ω steps the end point bω.

The bad reductions (divergent, stagnating) are the 
ones without an end point. Their reductions may 
be long, a limit ordinal long, but there they fail.



38

SN∞ states that there are no bad reductions.

In other words: say we select at random in each step
a redex and perform this step. We can go on until we reach 
a limit ordinal. At that point we look back, and if the 
reduction was strongly convergent we take the limit and 
go on. If not, we stop there and we had a bad reduction. 

CLAIM: we can then identify a stagnating term, a term 
where infinitely often a root step was performed.
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M(0,•)

M(0,S(•))

M(0,S(S(•)))

M(0,Sw) A(M(0,Sw),0)

A(M(0,•),0)

A(A(M(0,•),0),0)

µx.A(x,0)

A

A

A

A

A

A

A

A

A

A

0
0

0
0

0
0

0
0

0

0

A(x, 0)→ x
A(x, S(y)) → S(A(x, y))
M(x, 0) → 0
M(x, S(y)) → A(M(x, y), x)
∞  → S(∞)



R

R 'projection

Parallel Moves Lemma

Rinfinite reduction 

R 'projection

(a)

(b)

t
0
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t'

tn

s'

s"

s"'

t*

R2

R1

R2

R1

parallelparallel



PML∞ For first order infinitary term rewriting we have 
the infinitary Parallel Moves Lemma PML∞

infinitary parallel moves lemma
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not CR∞
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Sxyz         xz(yz)
Kxy          x

!

!

!
!

@(@(@(S, x), y), z)      @(@(x, z), @(y, z))
@(@(K, x), y)                x

@
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@
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K @
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K @
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K @
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K @

@
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@          S
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@

@          K
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@          K
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@          K
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@          K

K @

" "

collapsing contexts

Failure of infinitary confluence for Combinatory Logic



K

K

K

K

K

K

K
K
K ...

K
S

K

S

K

S

K

S

K



A(x) → x
B(x) → x
C → A(B(C))

∞
Failure 
of CR
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for OTRSs: UN∞.

Corollary: Dershowitz et al:
for OTRSs SN∞ => CR∞.

Proof: as for finite case
SN & UN => CR
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M1

M2

N normal form

∃



Confluence in infinitary rewriting

by CR∞ for a quotient of λβ∞, e.g. mute terms, or 
hypercollapsing terms, and applying an abstract lemma of 
de Vrijer.
Let (A, →1) and (B, →2) be two ARSs with A included in B,   
reduction →1 included in →2,  normal forms nf(A) included in nf(B).
Then CR for B implies UN for A.
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7 Weak and Strong Head Normalization
We also consider the notions of weak and strong head normalization (WHN and
SHN). A head normal form is a term which is root-stable, as defined in Section 5.
Then we have for a term t:

WHN: There is a reduction of t to a head normal form.

SHN: In each infinite reduction of t after a finite number of steps a head normal
form is reached.

Restricting attention to orthogonal systems again, we enquire: what are the in-
finitary versions of WHN and SHN?

As to WHN, this is simple. If a head normal form can be reached by an infinite
reduction then by compression it can be reached in a reduction of length ≤ ω. In
this reduction the root becomes stable after finitely many steps. So there is no
difference between finitary and infinitary WHN.

Remains the question of what is infinitary SHN. We propose: in all maximal
reductions, no matter whether converging or diverging, at some point a head
normal form is reached. Again it is not difficult to see that this is equivalent to
finitary SHN.

This is at the level of terms. At the global level of orthogonal TRSs the notions
of WHN and SHN both coincide with WN∞ and SN∞, which we showed to be
the same.

road map of infinitary 
normalization properties



For infinitary lambda calculus
Parallel Moves Lemma PML∞ 

fails, hence also CR∞

λ∞ :not PML∞

I

@

I

@

I

@

I

@

Iω ≡

ωI ≡ (λx.I(xx)
ω ≡ λx.xx

YI → ωI ωI



Y0:   λf. (x.f(xx)(λx.f(xx))

Y1:   (λab. b(aab)) (λab. b(aab))

Y0(SI)         Y1

Exercise. Prove that Y0  ≠β Y1



infinitary lambda calculus subsumes scott’s induction rule

Yx→→ x(Yx)   → →  x2 (Yx) →ω  xω ≡ x(x(x(x...

BY ≡ (λabc.a(bc)) Y BYS ≡ (λabc.a(bc)) YS 

λbc.Y(bc) 

λbc. (bc)ω ≡ λcz. (cz)ω 

ω

λc.Y(Sc) 

λc. Sc(Y(Sc)) 

λcz. cz(Y(Sc)z) 

λcz. cz(cz(Y(Sc)z)) ω

=∞

≠β



BYSI BYI 

BY BYS≠β ?

≠β !

BYI ≡ (λabc.a(bc)) YI 

λc.Y(Ic)

λc.Yc  

Y  

Curry’s fpc

BYSI ≡ (λabc.a(bc))YSI 

Y(SI)

Turing’s fpc

A simple proof
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Ter•(S)

Iw
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divergent

root active

hypercollapsing

alternatingly

hypercollapsing
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•

WN

•
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•

NF
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•

bad good

Fam(t)
t
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0. A few words on history

1. rewriting dictionary

2.  two theorems in abstract rewriting

3. word rewriting: monoids and braids

4. term rewriting: divide et impera; termination by stars

5. Lambda calculus and combinatory logic

6. Infinitary rewriting

7.infinitary lambda calculus and the threefold path

8.clocked semantics of lambda calculus

9.streams running forever

tea, coffee

tea, coffee
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Y3 ⌘ Y0ddd la.a(wd wd dda)

wd wd dda a(wd wd dda)

7
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7
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la.a2

a2



ascending sequence

of degrees

descending sequence

of degrees

0 ultimately periodic streams

M PD S

sup?

P prime degree

?

⇧ ?⇧
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2 root

23 root

23 lazy 2 lazy

23head 2head

23spine 2spine

WBeT (mute terms, no root stable form)

WLLT (no weak head normal form)

WBT (no head normal form, unsolvables)

✓
✓

=

✓

=

=

= =

=

=
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lx2

lx4

lx6 S2(x4)

S2(x2)

S2(x0)

lx1

lx2

lx3 S(x2)

S(x1)

S(x0)

lx1

lx3

lx5 S2(x3)

S2(x1)

S1(x0)

lx1, lx3, lx5,. . . l
x2, l

x4, l
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Logic Mathematics
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Lambda
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Streams
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Term Rewriting
Systems (TRS)

String Rewrite
Systems (SRS)

Abstract Reduction
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Rewriting (TGR)
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5.1 Critical pairs 99

F

C H

0 L

H

L

1

(a) Overlapping patterns

F

C H

0 L

1

(b) Unification

Fig. 5.9: Overlapping redex patterns and their unification.

F

C H

0 L

slide 1

H

L

1

slide 2

F

C H

0 L

1

overlap

Fig. 5.10: Overlapping redex patterns and their unification.

absence. Also the definition of weakly orthogonal TRSs presupposes the notion of
critical pairs. So a good understanding of critical pairs is important. The formal
definition is somewhat complicated, and we will not repeat it here, but refer to the
standard reference works. Instead, we will define the notion by an example.

Example 5.9. Consider the following two reduction rules. Inspection shows that
their lefthand-sides, so their patterns, display a partial overlap. Figure xx shows
how the patterns of r1 and r2 can be superimposed. It is helpful to picture two old-
fashioned slides or transparencies, and move these so that the maximum overlap is
established.

r1 : F(C,H(0,L(x))) � L(x)
r2 : H(y,L(1)) � H(y,y)

The term arising from this superposition, F(C,H(0,L(1))), is now subject to two
rewritings, as follows.
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0 L
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100 5 Term rewriting

F(C,H(0,L(1))) ⇥r1 L(1)
F(C,H(0,L(1))) ⇥r2 F(C,H(0,0))

Now ⌅L(1),F(C,H(0,0))⇧ is the critical pair generated by this overlapping be-
tween r1 and r2.

Definition 5.6. A critical pair ⌅s, t⇧ is trivial if s � t.

Example 5.10. Consider in Table xx the TRS for integers with addition, 0, successor
S and predecessor P. There are three trivial critical pairs: ⌅0,0⇧, ⌅S(x),S(x)⇧ and
⌅P(x),P(x)⇧.

Let us mention an important theorem about critical pairs:

Theorem 5.3. (Huet [Hue80]) A TRS is weakly confluent iff all its critical pairs
⌅s, t⇧ are convergent, i.e. s ⇤ t, in words: s and t have a common reduct.

x+0 ⇥ x (mod 1)
x ·0 ⇥ 0 (mod 2)

x+S(y)⇥ S(x+ y) (mod 4)
S(S(x))⇥ x (mod 5)
x ·S(y)⇥ x+(x · y) (mod 6)

x+(x+(x · y))⇥ x · y (mod 7)
x+ x ⇥ 0 (mod 8)

S(x)+ x ⇥ S(0) (mod 10)

Fig. 5.11: Arithmetic modulo 2.

Exercise 5.3. (i) Show that the rule S(S(x) ⇥ 0 is generated by the completion.
This is an ’inductive theorem’, i.e, an equation valid in the intial model of the
specification.

(ii) Show that this equation is not derivable from the equational specification of just
the AMSO TRS.

Todo: include the modulo2 figure in text, not as picture
Todo: comment in the text tyat the AMSO mod2 TRS has also a very different interpretation,

namely as logical operators, with SS(x)) becoming non-non(x) = x. See the following figure.
Todo: Make the table with the PS-rules as in the following figure.
(Since this specification is intended to be symmetrical with respect to permuting

S and P one might expect also the equations S(P(x) = x and P(x)+ y = P(x+ y) to
be included in E. Actually these equations are derivable.)

We will now perform an ’intuition guided’ completion of E. First let us adopt as
rewrite rules all equations from E, oriented from left to right. This yields rules (1 -
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(a) Disjoint redexes (b) Nested redexes

(c) Overlapping redexes (d) Non-left-linear redexes

Fig. 5.8: Handbook-lechenadecfiguur.

F(C,H(0,L(1))) ⇥r1 L(1)
F(C,H(0,L(1))) ⇥r2 F(C,H(0,0))

Now ⇤L(1),F(C,H(0,0))⌅ is the critical pair generated by this overlapping be-
tween r1 and r2.

Definition 5.5. A critical pair ⇤s, t⌅ is trivial if s � t.

Example 5.8. Consider in Table xx the TRS for integers with addition, 0, successor
S and predecessor P. There are three trivial critical pairs: ⇤0,0⌅, ⇤S(x),S(x)⌅ and
⇤P(x),P(x)⌅.

In this book we will not have much to do with critical pairs. Yet, the definition
of orthogonal TRSs rests upon the notion of critical pairs, namely by stating their
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M(x,0) ! 0
M(x,S(y)) ! A(M(x,y),x)

D = R1

R2
F(0) ! 0
F(S(x)) ! A(F(x),S(x))

A(x,0)  ! x
A(x,S(y)) ! S(A(x,y))

Fig. 5.17: Two TRSs with shared constructors.

Exercise 5.6 (Middeldorp(90)).

(i) Let R be a TRS. For t ⇧ Ter(R), [t] denotes the equivalence class of t with respect to convert-
ibility in R:
[t] = {t ⌅ | t =R t ⌅}. Further, V(t) is the set of variables occurring in t. EV(t) is the set of essential
variables of t, defined as: ⌥t ⌅⇧[t]V (t ⌅).

(a) Now let t(x,y) be a term with essential variables x = x1, . . . ,xn and non-essential vari-
ables y = y1, . . . ,ym. Prove that for arbitrary terms s = s1, . . . ,sm we have t(x,s) =R
t(x,y).

(b) Let R have the property UN (unique normal forms). Show that a normal form has only
essential variables.

(c) Let R contain aground term (i.e., R contains a constant symbol).Show that every convert-
ibility class[t] contains a term s having only essential variables.

(d) Let R have the property UN and contain a ground term. Show that there is a choice
function ⇥ from
{[t] | t ⇧ Ter(R)} to Ter(R), selecting from each equivalence class [t] a term such that

(a) ⇥([t]) ⇧ [t];
(b) if [t] contains a normal form t ⌅, then �([t])⇥ t ⌅;
(c) ⇥([t]) contains only essential variables.

(ii) LEMMA. Let R be a TRS with property UN and containing a ground term. Then R can be
extended to a confluent TRS R⌅ with the same alphabet, the same convertibility and the same
normal forms.
Prove the lemma by considering R⌅, originating from R by adding the set of reduction rules
{t ⇤ ⇥([t]) | t ⇧ Ter(R) & t ⌃⇥ ⇥([t])}. (Note that the t ⇤ ⇥([t]) are added as reduction rules,
not merely as reduction steps.)

(iii) LEMMA. Let R be a TRS with property UN. Then R can be extended to a confluent TRS R⌅

with the same convertibility and the same normal forms.
Prove the lemma as follows: in case R contains a constant, (5) applies; if not, we add a constant
C and a rule C ⇤C to yield R⌅⌅. Now apply (5) on R⌅⌅.

Exercise 5.7 (Middeldorp (90)). Let R1,R2 be disjoint TRSs, both having the property UN. Show
that

R1 �R2 has property UN.
(Proof sketch: Use the previous exercise to extend Ri to Ri’ such that Ri’ is confluent and has
the same convertibility and the same normal forms as Ri(i = 1,2). Moreover, R1’ and R2’ can be
taken disjoint from each other. By Toyama’s theorem (2.1.8.2)R⌅

1 �R⌅
2 is confluent, and hence also

UN. Now consider t, t ⌅ ⇧ Ter(R1 �R2) such that t,t’ are normal forms and convertible in R1 �R2.
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A(x, 0)→ x
A(x, S(y)) → S(A(x, y))
M(x, 0) → 0
M(x, S(y)) → A(M(x, y), x)

Grassmann 1861, Dedekind 1888 
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A(x, 0)→ x
A(x, S(y)) → S(A(x, y))
M(x, 0) → 0
M(x, S(y)) → A(M(x, y), x)

M

S

A

0

A

S

M

0

A

0

left linear 
non-overlapping rules
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1924. "Über die Bausteine der mathematischen Logik"

Moses Schönfinkel

15
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Combinatory Logic

Ix →  x

Kxy → x

Sxyz → xz(yz)

orthogonal, hence confluent

@

@

@

@

S
@

I I

S @

@

@

K x

y

I

ITuring complete



Alonzo Church
1903- 1995

At  the time of his death, Church was 
widely regarded as the greatest living 
logician in the  world
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Lambda Calculus

Turing complete

(λx.Z(x))Y → Z(Y)
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pure 3-cycleur-cycle

(λx.xx)(λx.xx)

Not in CL!
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M.H. Sorensen:

λ-term has infinite reduction ⇒ 
(λx.xx)(λx.xx) is a subword

(λxy.y(xxy))(λxy.y(xxy)) 



The TRS of S-terms, fragment of CL
was another favourite passtime

• is not SN: SSS(SSS)(SSS) has 
infinite reduction (Barendregt earns 
25 guilders)

• has no cycles (Bergstra)

• is top terminating (Waldmann)
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SSSSC
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Infinitary Rewriting

Logic Mathematics

Higher-order
Rewrite Systems

(CRS, HRS)

Typed
Lambda
Calculi

Combinatory
Logic (CL)

Lambda
Calculus

Streams

Orthogonal TRSs

Term Rewriting
Systems (TRS)

String Rewrite
Systems (SRS)

Abstract Reduction
Systems (ARS)

Term Graph
Rewriting (TGR)
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F(x) → P(x, F(S(x)))
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F(x) → P(x, F(S(x)))



6

Cauchy converging reduction sequence: activity may occur everywhere

Strongly converging reduction sequence, with descendant relations



w ·1 w ·2 w ·3 w ·4 w ·5 w ·6 w ·7 w ·8 w ·9 w ·10 w ·11 w ·12 w ·13w ·14w ·15w ·16w ·17w ·18w ·19

0 w2

convergence of depths towards w2



Ordinals ω2 and ω3 embedded in the reals, order-respecting. 

Exercise: which ordinals can be embedded in the real 
segment [0,1]?



22.2 Towards �0 329

construction case, namely the formation of a sequence t0 : t1 : t2 : . . . . We also em-
ploy the familiar definition borrowed from functional programming for the natural
numbers, i.e. ⇤ .

Ordinal arithmetic is not so simple. For instance, identities such as the following
three are at first sight not at all obvious.1

(i) (⇤⇤ ·2+⇤3 ·4+⇤2)+(⇤3 ·3+⇤2 ·2+1) = ⇤⇤ ·2+⇤3 ·7+⇤2 ·2+1
(ii) (⇤6 ·3+⇤2 ·4+2)+(⇤4 ·5+⇤2) = ⇤6 ·3+⇤4 ·5+⇤2

(iii) (⇤⇤+2 ·3+⇤⇤ +⇤ +7) ·(⇤⇤+1 ·2+⇤⇤ +3) = ⇤⇤·2+1 ·2+⇤⇤·2+⇤⇤+2 ·9+
⇤⇤ +⇤ +7

Example 22.3. (i) ⇤ +1 = ⇤ +S(0) = S(⇤ +0) = S(⇤) = S(0 : 1 : 2 : 3 : . . .)
(ii) 1+⇤ = 1+(0 : 1 : 2 : 3 : . . .) = (1+ 0 : 1+ 1 : 1+ 2 : . . .) = (1 : 2 : 3 : . . .) =

(0 : 1 : 2 : 3 : . . .) = ⇤ . So 1+⇤ = ⇤ �= ⇤ +1, as we should have.
(iii) 2⇤ = 2(0:1:2:3:...) = 20 : 21 : 22 : 23 : · · ·= 1 : 2 : 4 : 8 : . . . ;

3⇤ = 3(0:1:2:3:...) = 30 : 31 : 32 : 33 : · · ·= 1 : 3 : 9 : 27 : · · ·= 1 : 2 : 4 : 8 : . . . , so
indeed 2⇤ = 3⇤ = ⇤ .

Example 22.4. (i) ⇤2 = ⇤ · (0 : 1 : 2 : 3 : . . .) = (⇤ ·0 : ⇤ ·1 : ⇤ ·2 : . . .) = (0 : ⇤ :
⇤ ·2 : . . .)

(ii) ⇤+⇤2 =(⇤+0 : ⇤+⇤ : ⇤+⇤ ·2 : ⇤+⇤ ·3 : . . .)= (⇤ : ⇤ ·2 : ⇤ ·3 : . . .)=⇤2

(iii) For B(⇤,⇤,⇤) we calculate that B(⇤,⇤,⇤) = ⇤B(⇤,⇤,⇤). Does that mean that
B(⇤,⇤,⇤) is ⇥0?

Ter(D)
[   ]

[   ]normal 
form

OT

graph

squeeze collaps trans

!

Fig. 22.5: Relating ordinal expressions, tree ordinals, real ordinals.

Figure ?? describes the relationship between the tree ordinals and the real ordi-
nals in some detail. The (finite) terms from the TRS D are directly interpreted as

1 The Dedekind TRS for A,M,E,B is certainly not meant to perform such calculations—for a TRS
that does perform such calculations, see Castlan [xx], Oudshoorn [xx]. The difference is analogous
to performing natural number arithmetic either in de decimal system, or in the unary system. Work-
ing as in the three equations above with Cantor normal forms, compares to the decimal system; we
are at present concerned with the unary system, with different intentions.
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But if you don’t like ordinals, there is for 
orthogonal TRSs the Compression Lemma:

every reduction of length α can be compressed 
to ω or less.

use dove-tailing
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Every countable ordinal can be the 
length of an infinite reduction. Consider  
the TRS
{c → f(a, c) and a → b}

f
fa

a f
fa

a



finite reduction strongly convergent reduction

infinite reduction divergent reduction

(poss. infinite) normal form

CR: finite coinitial reductions 
can be joined

CR∞: infinite coinitial 
reductions can be joined

UN: coinitial reductions to nf 
end in same nf

UN∞: coinitial reductions to nf 
end in same nf

SN: there are no infinite 
reductions

SN∞: there are no divergent 
reductions

WN: there is a reduction to nf WN∞: there is a reduction to nf

finitary rewriting infinitary rewriting

normal form
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How to define  SN∞ and  WN∞?

WN∞ is easy: There is a possibly infinite 
reduction to the possibly infinite normal form.

SN∞ : all reductions will eventually terminate in 
the normal form. The only way such a reduction 
could fail to reach a normal form, is that it 
stagnates at some point in the tree which is 
developing, for infinitely many steps. Then no limit 
can be taken. 
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Good and bad reductions. In ordinary rewriting 
the finite reductions are good, they have an end 
point, and the infinite ones are bad, they have no 
end point.

Same in infinitary rewriting. The good reductions 
are the ones that are strongly convergent, they 
have an end point. E.g. 
a → b(a) reaches after ω steps the end point bω.

The bad reductions (divergent, stagnating) are the 
ones without an end point. Their reductions may 
be long, a limit ordinal long, but there they fail.
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SN∞ states that there are no bad reductions.

In other words: say we select at random in each step
a redex and perform this step. We can go on until we reach 
a limit ordinal. At that point we look back, and if the 
reduction was strongly convergent we take the limit and 
go on. If not, we stop there and we had a bad reduction. 

CLAIM: we can then identify a stagnating term, a term 
where infinitely often a root step was performed.
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M

A

•

M

A •
A

•

M(0,•)

M(0,S(•))

M(0,S(S(•)))

M(0,Sw) A(M(0,Sw),0)

A(M(0,•),0)

A(A(M(0,•),0),0)

µx.A(x,0)

A

A

A

A

A

A

A

A

A

A

0
0

0
0

0
0

0
0

0

0

A(x, 0)→ x
A(x, S(y)) → S(A(x, y))
M(x, 0) → 0
M(x, S(y)) → A(M(x, y), x)
∞  → S(∞)



R

R 'projection

Parallel Moves Lemma

Rinfinite reduction 

R 'projection

(a)

(b)

t
0

s

t'

tn

s'

s"

s"'

t*

R2

R1

R2

R1

parallelparallel



PML∞ For first order infinitary term rewriting we have 
the infinitary Parallel Moves Lemma PML∞

infinitary parallel moves lemma
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not CR∞



12

Sxyz         xz(yz)
Kxy          x

!

!

!
!

@(@(@(S, x), y), z)      @(@(x, z), @(y, z))
@(@(K, x), y)                x

@

@          K

K

@

@          S

K

@

@          K

K @

@          S

K @

@          K

K @

@          S

K @

@

@          S

K @

@          S

K @

@          S

K @

@          S

K @

@

@          K

K @

@          K

K @

@          K

K @

@          K

K @

" "

collapsing contexts

Failure of infinitary confluence for Combinatory Logic
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K
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K

K
K
K ...

K
S

K

S

K

S

K

S

K



A(x) → x
B(x) → x
C → A(B(C))

∞
Failure 
of CR
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C

ABC

BC

BABC

BBC

BBABC
BBBC

BBBABC
BBBBC

BBBBABC
BBBBBC

BBBBBABC
BBBBBBCBBBBBBABCBBBBBBBCBBBBBBBABCBBBBBBBBC

ABC

AC

AABC

AAC

AAABC
AAAC

AAAABC
AAAAC

AAAAABC
AAAAAC

AAAAAABC
AAAAAACAAAAAAABCAAAAAAACAAAAAAAABCAAAAAAAAC

BC

BABC

BBC

AC

AABC

AAC

ABC

C

ABC

C





for OTRSs: UN∞.

Corollary: Dershowitz et al:
for OTRSs SN∞ => CR∞.

Proof: as for finite case
SN & UN => CR
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M1

M2

N normal form

∃



Confluence in infinitary rewriting

by CR∞ for a quotient of λβ∞, e.g. mute terms, or 
hypercollapsing terms, and applying an abstract lemma of 
de Vrijer.
Let (A, →1) and (B, →2) be two ARSs with A included in B,   
reduction →1 included in →2,  normal forms nf(A) included in nf(B).
Then CR for B implies UN for A.
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7 Weak and Strong Head Normalization
We also consider the notions of weak and strong head normalization (WHN and
SHN). A head normal form is a term which is root-stable, as defined in Section 5.
Then we have for a term t:

WHN: There is a reduction of t to a head normal form.

SHN: In each infinite reduction of t after a finite number of steps a head normal
form is reached.

Restricting attention to orthogonal systems again, we enquire: what are the in-
finitary versions of WHN and SHN?

As to WHN, this is simple. If a head normal form can be reached by an infinite
reduction then by compression it can be reached in a reduction of length ≤ ω. In
this reduction the root becomes stable after finitely many steps. So there is no
difference between finitary and infinitary WHN.

Remains the question of what is infinitary SHN. We propose: in all maximal
reductions, no matter whether converging or diverging, at some point a head
normal form is reached. Again it is not difficult to see that this is equivalent to
finitary SHN.

This is at the level of terms. At the global level of orthogonal TRSs the notions
of WHN and SHN both coincide with WN∞ and SN∞, which we showed to be
the same.

road map of infinitary 
normalization properties



For infinitary lambda calculus
Parallel Moves Lemma PML∞ 

fails, hence also CR∞

λ∞ :not PML∞

I

@

I

@

I

@

I

@

Iω ≡

ωI ≡ (λx.I(xx)
ω ≡ λx.xx

YI → ωI ωI



Y0:   λf. (x.f(xx)(λx.f(xx))

Y1:   (λab. b(aab)) (λab. b(aab))

Y0(SI)         Y1

Exercise. Prove that Y0  ≠β Y1



infinitary lambda calculus subsumes scott’s induction rule

Yx→→ x(Yx)   → →  x2 (Yx) →ω  xω ≡ x(x(x(x...

BY ≡ (λabc.a(bc)) Y BYS ≡ (λabc.a(bc)) YS 

λbc.Y(bc) 

λbc. (bc)ω ≡ λcz. (cz)ω 

ω

λc.Y(Sc) 

λc. Sc(Y(Sc)) 

λcz. cz(Y(Sc)z) 

λcz. cz(cz(Y(Sc)z)) ω

=∞

≠β



BYSI BYI 

BY BYS≠β ?

≠β !

BYI ≡ (λabc.a(bc)) YI 

λc.Y(Ic)

λc.Yc  

Y  

Curry’s fpc

BYSI ≡ (λabc.a(bc))YSI 

Y(SI)

Turing’s fpc

A simple proof
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Y1I

I(Y1I)

I2(Y1I)

I3(Y1I)

dY1I

d 2Y1I

d 3Y1I

d w I I(d w I) I2(d w I) Iw



0. A few words on history

1. rewriting dictionary

2.  two theorems in abstract rewriting

3. word rewriting: monoids and braids

4. term rewriting: divide et impera; termination by stars

5. Lambda calculus and combinatory logic

6. Infinitary rewriting

7.infinitary lambda calculus and the threefold path

8.clocked semantics of lambda calculus

9.streams running forever

tea, coffee

tea, coffee
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NF
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bad good

Fam(t)
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Y3 ⌘ Y0ddd la.a(wd wd dda)

wd wd dda a(wd wd dda)

7
h

7
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la.a2
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ascending sequence

of degrees

descending sequence

of degrees

0 ultimately periodic streams

M PD S

sup?

P prime degree

?

⇧ ?⇧
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2 root

23 root

23 lazy 2 lazy

23head 2head

23spine 2spine

WBeT (mute terms, no root stable form)

WLLT (no weak head normal form)

WBT (no head normal form, unsolvables)

✓
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=
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=
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lx2

lx4

lx6 S2(x4)

S2(x2)

S2(x0)

lx1

lx2

lx3 S(x2)

S(x1)

S(x0)

lx1

lx3

lx5 S2(x3)

S2(x1)

S1(x0)

lx1, lx3, lx5,. . . l
x2, l

x4, l
x6,. . .
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